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nn~ing on algebraic properties of right invertible operators in arbitrary linear spaces (cf. [1), [2]) 
n method of solving of equations with scalar c~fficieots by a decomposition of a rational function 
into vulgar fractions is given. This method can be applied to differential and difference equations. 

1. Introduction 

ln (1] the author studied algebraic properties of right invertible operators in 
linear spaces. There is introduced calcul us of right inventible operators, for instance, 
lhc1c is proved Taylor Formula for such operators, also there are given definitions 
of indefinite and definite integrals for such operators. Using these properties, an 
initial value problem and a mixed boundary value problems for equations with 
operators being polynomials in right invertible operators (with arbitrary operator 
coefficients) are solved in an explicit form. There are also given applications to 
difference equations and hyperbolic equations. This theory is developped in [2]. 
I ndccd, Lectures Notes [2] are prepared for students of the first year of studies 
in Department of Cybernetics of J. Dctbrowski Military Technical Academy in 

Wnrszawa. 
In the p resent paper there is described the method of solving of equations with 

HCttlar coefficients. In particular, if we consider the operator D = dfdt in some concrete 
spuccs, we obtain results analogous to Operational Calculus in sense of Heaviside 
or Mikusil'lski. However this method is much more general and can be applied in 
cnscs, where lhc classical Operational Calculus is not working. The reason is very 
Nimplc: we do not use the notion of convolution and Titchmarsh theorem. 

2. Algcbrnlc nnnlysls 

In thi N M'01i()ll we shnll piw fundnmC'ntn l dclinit ions and theorems which will 
lw II Mrfull 111 our llllhNrqu t•n l rouMtdt•r·uttoiiM All theorems wi ll be given without 
proofrl whll h llll l hr f'111111d ritiH' I 111 111 or ill 1-' 1 



l l•l \ b~· 11 IIII CII I' HPilCl' over· url ulgohl'uicu lly closed fldd ' r of' sculur·s. lrl sequel 
we cun udmit thut <J· is the field Cor complexes. By L(X) we denote the sot o f all 
linea l' (i .e. additive a nd homogeneous) operators A dc()nccl on a linear subse t CJ)A 

of X, called the domain of A , and m apping ( j)A into X. The set ZA = {x E (/),
1

: Ax= O} 
is called the kernel of an opera tor A E L (X). 

DEFINITION 2.1. An operator DE L(X) is said to be right inver tibl e if there 
is an operator R EL (X) such that ~"D11 =X, RXc(/)D and DR = I , where I denotes 
the identity operator. 

The set of all right invertible operators belonging to L(X) will be denoted by 
R (X). The operator R is called a right invers e of D. The set of all right inverses 
of an operator DE R (X) will be denoted by C"R0 . Sometimes we will write also: 
9t0 ={R1 } 1 e r- The set CJ(nx={R1 x},en where xEX is arbitrarily fixed, is called 
an indefinite integral of x. Each of elements R ,x, where yE T, is called 
a primitive element for x, because, by definition, D (R, x)=DR

1 
x=x. 

The kernel Zv of an operator D E .R (X) is called the space of constants for 
D and every element z E Zn is called a constant. So we have to differ scalars and 
constants. 

DEFINITION 2.2. An operator A E L (X) is said to be a Volterra operator, if 
the operator I- },A is invertible for every scalar }, . 

The set of all Volterra operators belonging to L (X) will be denoted by V (X). 

PROPOSIT!ON 2.1. If D E R (X) and R E r)( n, then Dk R k =I for k = 1, 2, .... 

D EFINITION 2.3. An operator FEL(X) is said to be an init ial ope rat o r for 
D E R (X) corresponding to an R E 020 if 

(i) F is a projection onto Zn, i.e. F2=F and FX=Zn ; 
(ii) FR =O on X. 

T HEOREM 2.1. Suppose, that C)(n = {R 7 }}er is a fam ily of right inverses of an operator 
DE R (X). Then this family induces uniquely a family 9'0 = {F,.},er of initial 
Dperators for D by mean s of the id entity 

Fy=f-R, .D on Cj)l) for all yE r. (2.1) 

It means that F1 is an initial operator for D corresponding to R, if and only if 
the identity (2.1) holds on the domain of D. 

Theorem 2.1 characterizes initial opera tors by right inverses. In all applications 
we are given on the begining an initial operator and we have to determine the 
corresponding right inverse. This is possible if we use. 

THEOREM 2.2. Suppose, we are given the operators DE R (X) and F E L(X) such 
that F

2
=F and FX=Zv. Then F is a n initial operator forD corresponding to the 

right inverse R=R-FR, where R is un iquely determined, independently of tho 
choice of a right inverse ft. e C)?u. 

' I'IIIOlli M \1. (Ju y lo1 Cluntchul'ov fol'lnulu). Suppose lhul D c R(X). 
Lot '.fn I Fy)yr ,. denote the f'umily or initiul operators induced by ''R.D and let 
()',} c: I' b<: un Hl'bilrury sequertcc of indices. Then for N= l , 2, ... the following 
idcnlity holds o n the doma in of DN: 

N- l 

l = F,. + ~ R,. ... R.. F. Dk+ R
7 

••• R,. DN. 
'0 ~~ TO 'k-J Tk 0 tN-1 

k~1 

ln particu la r, if we put F,,=F, R
7
.=R (n=O, l , ... ,N- 1), 

we obtai n a Tay lor Formula: 

N-l 

I = .2,; Rk FDk+RN DN on (/)v .v (N= 1, 2, ... ). 
k=O 

(2.2) 

(2.3) 

Observe, tha t a difference of two primitive elements for an x EX is a constant. 
I ndccd, if ;; = Ra x- R p x, where Ra, Rn E 02v, then z E Zv. This implies, that the 
operator I f= Fp Ra, where F0 E 9"0 , R,. E 0?.v, D E R (X) has the foil owing properties: 

(i) For arbi trary x EX the element I: xis a constant; 
( ii) I%= - I f (rx, fJ E T) 
(iii) l:+lff =l: (rx,/],<5E r) 

(iv) l f y is a primitive element of an xeX, then I! x=FfJy-FaY· 
T hese properties permit us to call the operator I! definite integral of an 

OJ)Cralor D E R (X). 

N 

'rii i.OREM 2.3. Suppose that DE R(X), RE C"Rn n V (X), Q(D)= ~ qk D\ where 
'IN""' l , qo, ... , qN - 1 are scalars. k=O 

I f },= 0 is not a root of the polynomial Q (i.), then 
N 

(i) the operator Q (!, R)=}; qk R N- k is invertible; 
k=O 

(ii) Q (D) E R (X) and R = RN [Q (I, R)]- 1 = [Q (I, R)]- 1 R .v E /(0 I D) n V (X); 
N- 1 

(iii) Zac v>= [Q(J,R)] - 1Z n= {zE X:z=[Q(I,R)]- 1 }; Rk zk, zkEZnare 
k=O 

arbitrar y} and m oreover dim Z 0 ( V)= N dim Zl); 
(iv) all solutions of the equation 

Q(D)x=y , yEX, 
arc of the form 

X= [Q (T, R)]-1 [RN J'+ k~ 1 Rk zk] ' 

Where Zo, ... , ;;N - 1 E Z l) are arbitrary. 

J. Jt;XJIOuculinl clcmcul 'i 

(2.4) 

(2.5) 

Dt!IINIItnr< 1 1 If ) i~ 11 11 dt~rnvu htl' of nu opcl'ulor f) c R(X), then every 
t'ij.(l'llVl'\11111 ol /) t ' llllr ~pnlldltiU le! 11111 ndur .I IM l'llllrd llll l'X(HIIlU III in ( l' ll.' llll\1\(, 



' l'lltntt t r. t •l.l . Su piHIM', lh 11 1 O o lq .\'), N1 ' /,111 nlld 11t11 1 lltt· upt'I'U ior I A.R 
IN inv~t ti hk• for· u scalnt' A. Them 

(i) A. is un clgc nvu luc of the operator D and the eigensrucc XJ. of!) correspond ing 
to A. is 

X.~. • {eJ. (z): e).(:) = V- },R) - 1 
:, z E Z 0 is arbitrary}. 

llcncc dim X). = dim Z 0 . 

(i i) If /.;i:O and dim Z 0 ;i: O, then there exist the exponential elements e;. (z);i:O. 
( iii) 1 f F is a n ini tial operator for D corresponding to R then the exponential 

elements e;. (z) a re determined by their initial values 

e;.=(I -J.R)- 1 Fe;. 1 . (3.1) 

Proof. (i). By defi nition, (1-).R) e;. (z)=(l-l.R) (I - J.R) - 1 z=z, where z E Z
0

• 

Hence e;.=z+I. Re2 , which implies De;.= D: +).DRe;.=l.e;,. This proves, that e;. (z) 
is an eigenvector of D corresponding to the eigenvalue /., provided z-E Z

0
. Since, 

by o ur assumptio n, the operator I - ),R is invertible, we conclude that dim X;.= 
=dim Z 0 . 

(i i) Suppose, that A.;i: O and dim Z 0 ;i:O. Since the operator I -).R is invertible, 
the equality e;. (z) =(J-),R)- 1 z= O, where z E Z 0 i s arbitrary, holds if and only if 
z= O, which contradicts our assumption, tha t dim Z 0 ;i: O. 

(iii) Definition 3.1 and the point (i) of our theorem together imply, that De).= 
=A.e;.. Hence Fe;. = (l-RD) e;_ =(l -I.R) e;. (by definition of the operator F). Since 
the operator I - I.R is invertible, we o btain the required formu la (3.1). 

COROLLARY 3.1. Suppose, that D E R (X) and that there exists RE Cf<.0 n V (X). Then 
(i) Every scalar }, is a n eigenvalue of D, i .e. for every A there exist exponential 

elements (not a ll vanishing if dim Z 0 ;i: 0); 

(i i) T here exist x EX such that Dx=x, namely x=e1 (z), where z E Z
0

• 

Proof. (i). The assumption, that the operator 1-A.R is invertible for every 
scalar A a nd t he point (i) of theorem 4.1 together imply, that every scalar}, is an eigen­
valu e of D. Moreover, to every scalar }, there correspond the eigenvectors e;. (z) = 

= (f -A.R)- 1 z, where zEZ0 is arbitrary. This and the point (ii) of theorem 3.1 
together imply that e;. (z);i:O, provided that z;i: O. P ut ti ng A.= 1 we obtain the point 
(ii) o f our Corollary. 

COROLLARY 3.2. Supp ose, that DE R (X), 020 = { RYL er and that r::l0 denotes the 
induced family of initial operators. Then for every Ra E V (X), Fp E r::l

0
, c<, PEr 

(Fp-Fa) e;_(:)= ). Fp Ra e;. (z) (3.2) 

for a iJ Z E ZD a nd for all scala rs } .. 

Indeed, definition 3. 1, corolla ry 3.1 and property (iv) of definite integrals (in 
Sectio n 2) together imply that 

A.F1, R, c';. (z) = F11 R~ [).e). (z )] = F1, R, De;. (: ) ra (f/1 r~) eA (z). 

') Wht•l1 lt doe~ not lend to 1111y llll~u•Hit•• ~tu•ulill l!, \111 ~hnll wlit1• hrlt•lly: t'A lnMtcntl ut' ' 'd.), 

Slt pp os~ now I hnl \' IR u I incur spn<.:o over 1 hl.l llcld R ol' r1.1u ls. W l'itc: l' .. X$ l \' .:. 
' l'hc llcltl of scalars l'or I he spu cc Y is obviously C. For every 'I E Y we s ha ll write 
77 • X 1 +1x2, x 1,x2 eXand '7 "'""' x, - ix2 • We extend the o perators D E R(X) and 
RE c)?. 0 nV(X) by means of the eq ua lities: 

Dq = Dx 1 +iDx2 ; Rq=Rx1 +iRx2 • (3.3) 

This definition implies that D(= O if and only if (=z 1 +iz2 , where : 1,:::2 EX 
and Dz 1 =0, Dz 2 = 0, and moreover DER (Y). Write: 

1 
c,.(()= i [eu.W+e-;;. (('~)], 

1 
s,.(()=u [ei). W-e-;;.(('~)], (.C'EZ0 , /.e c , 

and e,. (()=( f -}.R) - 1 (,as before. 

T hese definitions immediately imply the folio wing equalities: 

C;.(Z1 + iz2 )= (I+1.2 R 2
)- 1 (z 1 +A.Rz2 ), 

S;. (z1 - iz2 )=(1+).2 R 2
) - 1 (}.Rz1 +z2), 

where z 1 , z2 E Z 0 c.X. Indeed, 

C;. (z . + iz2 )=t[eu.(z1 +iz2 )+e-;;.(z 1 -iz2 )]= 

=t[(/ - iJ..R)- 1 (z1 + i:2) +(I + i/,R)- 1 (z1 - iz 2 )]= 

=t(f+ /,2 R 2
)- 1 (2z1 +2ii.Ri:2)=(l +l.2 R 2)- 1 (z1 +),Rz2). 

(3.4} 

(3.5) 

A similar proof is for the second of the equalities (3.5). In particular, if C = ('\ 
I.e. if z2 =0, we have 

C;.(z)= (/ +1.2 R2
)-

1 z ; S;.(z)=).R (/ +},2 R 2 )- 1 z , (3.6) 

where z E Z 0 c X. 

Assume now that X is no t only a linear space over R b ut, a commutative linear 
ring nnd tha t the operator D E R (..::\") satisfi es the following equality: 

D(xy)=xDy+yDx for all x,yE CD0 • (3.7) 

In this case the space Y=XEBiX is a commutative linear ring over the field C, 
ll' we define the multiplication by means of the equality: 

1 I I , ( f 1 ) '1'1 x,x 1 - x2 x 2 + 1 X1 x 2 +x1 x 2 , where 17 =x1 +ix2 , 17'= x~+ix;, X 1 ,X2 , 

.\ ;, ,; a X. We shall show, that 

C'A l 11 ({) C';. ( ( ) ('11 ( ( ) (3.8) 

r111 11 11 ;,, ,, c c. c-:, "''=J· = ·· =~ 11 " \ • 

1
) I•• l' 1~ u Ill•··, 1 " 1111 111 ,\ ' tuHJ /,\'• 1/q .\'e.\' 1. 



lndl.ll.ld, by dl.lll ni t inn, we ho ve Oc•A 11, ( r. ) • {), 111) c·A 11, ( ,). On Lhc olhcr hunt!, 

D [e;, (() e,, (C))= e;. (()De,,(()+ e,, (() DeJ. (() = 

= p e;. (() e,, (() + },e;. (() e,, (() = (J, + p) e;. (() e,, ((), 

which implies the required formula (3.8). 

Hence (3.9) e",+ ;,,>=e", e;,,>. 

COROLLARY 3.3. If X is a commutative linear r ing over the field R , DE R (X) and 

satisfies Lhe condition (3.7), R E C"R. v n V (X), then the operators c;. and s;. defined 

by Formulae (3.4) have the following proper ties: 

(i) For every :; E Z 0 a nd }. E R 

sJ. (z)+eJ. (z)=z. 

ln particular, if e is a unity of the ring X, then 

s~(e)+eJ. (e)=e for every }.E R . 

{ii) For every z E Z 0 and }. E R 

Indeed, 
Ds;. (z) = J.c;. (z), De;. (z) = - },s,. (z) . 

1 1 
sJ.(:;)+eJ.(z) = 4 [eo.(z)+e- 1;. (z)]2 + 

4
i 2 [eu.(z)-e-u.CzW= 

- 1 2 2 + -4 [eiJ.(z)+2e;;.(z) e_;;.(z)+e_;;_(z) 

2 2 1 
-e1;_ (z) + 2eu. (z)e_ 1;.(z) - e _ u. (z) ] = 4 · 4e1;. (z) e _ u. (z) = e0 (z) =z. 

Putting z=e, we obtain fo rmula (3.10). Moreover, 

Ds;_(z)=J.DR(I+}.2 R 2)- 1 z=(l +}.2 R 2
)- 1 z=},e;.(z). 

De;. (z)=! [De;;.(z) +De_;;. (z)] =t i}. [eu. (z)- e_ 1;. (z) ] =- J.sJ. (z). 

4. Solutions of equations with scalar coefficients 

(3.10) 

THEOREM 4.1. Suppose, tha t X is a linear space over the field C 3 , DE R (X), 
d imZ0 #0, RE 920 n V(X) and that 

N 11 

Q(J.)=}; qk J.k=},M}; (J.-A_J)'J, (4.1) 
k=O ) = 1 

where q0 , ... , qN- 1 E C, qN= 1, A.J#O, A.J,6},k for j#k, O~M < N, (j, k= l , 2, ... , n), 
r, + ... + r., = N- M. Write: 

·1) As it hus hcon 111011 tioncd in Sec tion 7, thi~ ~~~~lllllPIIon l1 !lot ~·~~l.' t Hint. 

11 

Q(l, s) • I M 11 (I ),J ,\·•J), (4.2) 
J • I 

" N - i\f 

Q(t,s) = j J (1 - }.Js)'J= .2; ihtksN-M-k, (4.3) 
j = l k=O 

(<7o, ... ,c7N - M-JEC, ifN - M= 1). Decompose the rational function [Q (l,s)J- 1 into 
vu lgar frac ti ons. Si nce Q (1 , s)=Q (1, s), we have 

tl r 1 

[Q( l,s)J- 1 = [Q(l ,s)J- 1 =};}; d1,(1-J.1 s)-"' (4.4) 
j= 1 m= 1 

w here d1, are well-determined scalars (j=l, ... , n; m=l, ... , 1).Then every solution 

<>f Lhc equation 

Q (D) x = y, yE X, (4.5) 

is of the form 

11 r J ( N- 1 ) 

x=J~•~ dJ,(l-J.JR)-"' RNy+,~ Rkzk (4.6) 

where z 0 , ... , zN - l E Z 0 arc arbi trary and d11 , ... , d11 ,., are scalars determined by the 

docomposition (4.4). 

Proof. To begin with , we consider the case M=O. Then Q (1, s)=Q (t, s) and 
I he point (i) of theorem 2 .4. implies that the operator Q (I, R) is invert ible. Thus the 

·decomposition (4.4) and the point (ii) of theorem 2.4 together imply that 

x = [Q(f, R)]- 1[R"' y+ "'i;t Rk zk] = 
k=O 

= j; f dJ.,(I-J.J R)-"' [ RN y+ ~· Rk zk] ' 
j = l m= l k = O 

w here =0 , ... , -:::N - 1 E Z 0 are arbitrary. 

Suppose now that M <N is a p osi ti ve integer. Accordi ng wi th the notations 

(4.3) und (4.4), if we put Q (t)=Q (t, 1), we can w rite the operator Q ( D) in the 

form 

Q(D)=Q(D, l)=DM Q(D, l )=DM Q(D) 

where the polynomial Q (I..) has a ll roots n on equal to zero. Hence the equation 

{4.5) can be rewritten in Lhc form 

IY' Q (D) x = y . (4.7) 

Put 11 • 0 (/)) \, Thc11 nil ~olutiom. of' the ~·qlmtion 0 11 11 1' arc of the form 

11 

(J(O) 1'"" 11 U 11 1' •1• \
1 U' , 

.L-J " ' 
~ · 11 



whore -u .... , .:, _ , «. 
to the equa ti on 

11 uru urhitrary. Now we opply thr llr·• f parrf of our· thcmcm 

M I 

Q(D) x= RM y+ 2.; Rk zk . 
h=O 

We concl ude that 

X= [Q (! , R)J- 1 { R""-M [ RM y+ k~ 1 Rk zk] + Nk~-1 Rk zk} , 

where z 0 , ... , zN-M- 1 E Z 0 are a rbitrary. Write 

z,=zM+m-N for ln=N- M , ... , N- 1. (4.8) 

Then, according with formulae (4.4) and (4.8) 

[ 

M -1 N -M - I ] 

X= [Q(I, R) ]- J R"' y + k~ RN-M+ m i ,+ k.J; Rk Zk = 

n ' J [ N-M- 1 N-1 ] 

=J.J;,~dJ,(J- }.J R)-"' R~~'y+ ~~ Rkzk+,=J;.M R kzM+m-N = 

11 r J [ N- M-1 N - 1 ] 

=1.J; ,~d1, (J-),1 R)-"' R~~'y+ k.J; Rk=k+k=J;.MRk zk = 

n r J [ N- 1 ] 

= 2.; 2.; d1, (I- ).1 R)- "' R "' +}; Rk zk , 
1= 1 m= 1 k= O · 

where z0 , ... , zN_ 1 E Z 0 are arbitra ry. T his is, which was to be p roved. 
We sti ll assume that all ass umptions of theorem 4.1 are satisfied . An i nit ial 

va lue pro blem for the operator Q (D) is to find all solutions of the equation 
(4. 5) satysfyi ng the in H i a 1 c o n dition s : 

FDk x=yk,J!kEZ0 , k=O, l , ... , N - 1, (4.9) 

where F is an initial operator forD correspondi ng to R . This problem is well- po sed 
if has a unique solution for every yE X, y 0, ... , YN - 1 E Z 0 • By definition , a homo­
geneous well-posed initial value problem has only zero as a solution. 

CoROLL ARY 4.1. Suppose, that all assumptions of theorem 4.1 are satisfied . Then 
the initial va lue problem (4.5)-(4.9) is well-posed and its unique solution is of the 

furm. 11 ~ N-1 k 

X = jJ.;,~ dj,.(J-).1 R)-"' [ RN Y + k.J; ~ q N+ m- .M-j R k )111} (4.10) 

where the scalars d1, are determined by the decomposition (4.4). 
Proof. Formulae (4.3), (4.4) and (4.6) together imply that 

N- M N- 111 • N - 1 

}; riN- M -k Rk x= }; (Jk RN- M-kx=(l (T, R) x= RNy+ .2) Rkzk . ' 
h () k• !) k () 

All lrr., 1111 lwth ~ I lk·~ of t i ll ~ l·quul1t y hy opl· r11 tm~ IJ 1(j 0, I, ... , N- 1) we 
<l htuin 

N M N I 

~, (7N M- k l)l Rk x- D1 R~~'yt l1 D 1 Rk;:k, j= O, I , ... ,N- l. 
k • () k () 

l lence we have the equality 

J N-M i 

~ - Dl-k + ~ - Rk-J RN-} ~ Di-k L..J Cf N M- k X L..J Cf N- M-k X= )I+ L..J zk + 
k• O k=J+ I k=O . 

N-J N-t 

+ ~ R k-J- -R~~' - i + + \' Rk-J ·-0 1 N 1 L..J -k- y zi Ll zk> J- ' ' ... , - . 
k=i+ 1 k=j~J 

Since FR = O and Fzi=z1 for j=O, 1, ... , N- 1, acting on both sides of th is equality 
by the operator F and ap plying the conditions (4.9) we obtai n 

J j j 

.2) (JN+m-111-j y,= 2; ijN-M-k J'J-k= 2 if.v-M- k FDJ-k x=F=j=Z}> 
m• O k=O k=O 

} =0, 1, ... , N - 1, 

which was to be proved. 

Theorem 4.1 and corolla ry 4.1 show that i t is enough to know all roots o f the 
polynomial Q (i.) to determine all solutions of the equation (4.5) and to solve the 
ini tial value problem (4.5)- (4.9). The polynomial Q (J.) is called the c ha r ac teri s ti c 
po l yn o mi a l of the operator Q (D) and its roots are called c h arac teri s t ic r oo ts 
o f Q (D). Moreover, by the definition of exponential elements 

N N 

Q(D)e;. (z)= }; qk Dke;.(z)= 2 qki_ke;_ (=)= Q(i.) e;.(z) (4.11) 
k=O k=O 

l'or all A. E C, z E Z0 . Since al·l coefficients of the polynomial Q (Jc) are scalars, we 
conclude that Q (}.) e C for ). e C. 

Formula (4. 11) implies that el (z) is an eigenvector of the operator Q (D) 
corresponding to the eigenvalue Q (}.). If we put }.=J.l, where either p =}.1 for a j= 
• I , ... , 11 , or Jt= O (only in the case M~ l), we have Q (p)=O and Q (D) ell (z) = 

() (tt) e11 (z)= O for every z E Z 0 . Hence e11 (z) a re solutions of the equation 
Q (D) :>: = 0. We shall consider now the case, when all coefficients of the operator 
Q (D) arc rea l, i.e. q0 , . .. , qN_ 1 ER. The results obtained remain t rue, since RcC, 
but may ha ppen tha t solutions have complex coefficients. Having these solutions 
we will try to construct solutions wit[1 real coefficients. 

If all roots of the characteristic polynomial Q (}.)are r eal, then we do not change 
the method of solving of the equation (4.5) and t he corresponding homogeneous 
cquut ion, bccuusc a ll solut ions obtai ned have real coefficients. 

Co nsider· now the l'IIIIC, when I he l'OC I'fic ic nt~ or the characteri stic polynomial 
Hr'o l o rrrph•x. l t IH wrll ~now, tlurf l'Vl' ry polynomia l with renl coeffi cients has 
n1111plt·~ ronlll p11inviru:1 r nnjlljlll l l. W11 llhll ll llpply tlli'IJli'OJWrt y. Fxu minc two cnscs: 



(A) The chumcterist ic no lynomutl Q (?,) hus 2 i magi nu r y roots: ltt a nd • ltt 
(where tt :l- 0 is a real). In the sa me way, as in Section 3, we consider the space y..., 
=XEeiX and the operators c1, and .1'1, defined by Formulae (3.4). Then to two linearly 
independent solutions eiJc ((), e _iJC ((':') in the space Y, where (==t + iz2, r:·= 
= z 1 -iz2 , z1 , z2 E Z0 in X, there co rrespond two linearly independen t solut ions 

C1, (z 1) and sJL (z2) in the space X. 
(B) The characteristic polynomial Q (i.) has two complex conjugate roots: 

}.=p1 +ip2 , X=p 1 -ip2 , where Pi+P~>O. This case cannot be solved in the space 
X over reals without additional assumptions. Namely, assume that X is a commutative 
linear ring and that DE R(X) sat isfies the condition (3.7). In this case, using formula 
(3.9) we conclude that to t wo li nearly independent solutions eJL

1
+;1, , ((), e,,, - 11,, ((':') 

of the equation (4.2) in the linear ring Y=XEBiX, where ( =z1 +iz2 , (':' =z1 -iz2 , 

.:1 , z2 e Z 0 in X, there correspond two linearly independent so lutions in the space X 
obtained in the same way, as in the point (A): 

e
111 

(z 1) C11 , (.:1) and e1,, ( .:2 ) S1,, (.:2 ), 

where c,, and s
1
, are defined by formulae (3.4). 
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06o6u~enne onepaQnounoro nc•mcJJemm 

J1cnon&3y~ anre6pali'IeCKHe CBOHCTDa npaBOCTpOHHhiX o6paTI-tMblX onepaTOpOB B llPOll\BOJib-· 
I!biX mmelflri,IX npOCTpaHCTpaHCTBaX [J, 2] TIO.II.aH MeT0)1 pCilieHHll ynpanneiDtH CO CKanapHbiMI'l 
K03<j_)<lJI{UI{eHTaMii npHMeHliiOm;IDi: .D;eKOMn03~1LVIIO paU,I-!O~taJiblfOi.f cjlymc'Ql-fH Ha 3JleMeiiTapHb!C 
.n.po61r. ITpe.n.cTasneHHhii1 MeTOJJ: MOJKeT 6&rTh v.crrOJII,JOBaH .nmr cny'lall .n.H<P\lJepem.u-mnoHbiX 
H pa3HOCTHbiX ypaoHeHHi.f. 

Uogolnienie rachunku operatorowego 

Wykorzystuj~tc wlasnosci algebraiczne operator6w prawostronnie odwraca lnych w dowolnych 
przestrzeniach Jiniowych [1, 21 podano metodQ rozwillzywania r6wnan o wsp6lczynnikach skalar­
nych przez rozklad pewnej funkcji wymierncj na ulamki prostc. Przedstawiona metoda moi.c 
bye stosowana do r6wnan r6zniczkowych i r6:inicowych. 

Modelling and optimum control of complex 
environment systems 

by 
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'I h" pupcr deals with the modelling of complex nonlinear and dynamic systems such as economic. 
lndustrin I, ecological, social etc. systems. The model consists of a given number of sectors. Each 
Nl'Chll' hns a hierarchica l structure with decentralized management systems. It produces a given 
product and consumes parts of output production of the remaining sectors. The sector input-output 
~~·lo t ion ha~ been assumed in the form of a non linear dynamic operator. The sector decision centers 
uptiml;c the allocation of input resources in such a way that the output production is maximalized. 
I ho 'upcrvisory controller optimizes the intersector cooperation links. ln the first part of the paper 
tho ~cncrnl methodology of the model construction and optimization has been discussed. The 
M:cnml purl containes an analysis of specific problems connected with modelling the social, environ­
I III.llll, education and research and development systems. 

I. lnlrotluction 

There has recently been a considerable increase of interest in modelling of 
r.:omplcx prod uction, economic, ecological, social etc. systems, which shall be called 
~· 11 vironmcnt systems. In particular the econometric macromodel building on a 
t•ount ry wide basis has been growing rapidly in many countties (see [1-4]). Some 
nl' these models (as for example the model being developed in Project LINK [l]) 
have over 1000 equations relating to different sector of economics and regions of 
t lu; world. IJ owever, many of these models are not accurate enough and they dont 
Iuke into accou nt some important real system phenomena. Among them one should 
ll ll'llt ion: 

(i) the nonlincar and dynamic input-output processes of the individual produc­
t io11 plnn ts; 

(ii) the mgn ni:tutionnl st ruct ure and decisions taken at different management 
und conti·o l levels ; 

(tli) t ilt• roviolltl l ~ tr·u~· tur t~ ol' Jlllllllll' t ioll, \lljlply, demand tLJld local goals and 
dntlltO I I~, 

(i\) 111111hiii i plll 'l lllllll' llll lllld dl ~ llll lllllii)IJJI 
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