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Aggregation in dynamic PERT systems
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Systems of PERT type consisting of dynamic operations are considered. It is assumed that each
operation can be described by means of Optimal Performance Characteristic (OPC) in the power
form. The problem consists in determining OPC of an aggregated system and evaluating optimal
values of individual operations. A'theorem making possible to reduce the structure of every network
to the series-parallel form is given. Using this theorem an advantage can be taken of solutions
-obtained for series-parallel networks. It is shown that OPC of an aggregated system has also the
power form. Considerations are illustrated with an example of optimal control of mass shift
under some constraints imposed upon the trajectory.

1. Introduction

There is an important class of optimum control problems, where complexes
consisting of dynamic, independent operations are considered. The operations are
related by common resources and common output gain expressed by the performance
measure, Moreover, they should be performed in the determined order what can be
usefuly described by a directed graph. Arcs of the graph mean operations, nodes —
events of start or completion of single operations. An example of such a network
is shown in Fig. 1.
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Fig. 1. The network of operations creating a PERT system

The optimum control by aggregation of the complexes was developed in papers
by Kulikowski [I-—5]. The conception so called Optimum Performance Charac-
teristics (O.P.C) was introduced there, The OPC is the expression representing
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There exists a large class of processes where dynamie indepondent
can be described by the O.P.C. in the form as follows
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i : i - ' the whole complex are denoted by A4, B, ..., Z.
The network events are successively denoted by integers 0, 1, ..., 1, A palr fimeters of the whole comy

present the solutions of problems (2), (3) for series and parallel oper_ation

. They were obtained in [2]. Next, the decomposition theorem‘wall be

. The main iden of the paper consist in applying that theorem in s'uch
it complionted network could be replaced by series-parallel connections

denotes the operation that is realized from event i to event /. All pmumut!l‘l Il
should be understood towards the operation (i, /):

Ay, By; are minimized quantities, f, 7, ...>0;
Z;, Y;; are maximized quantities, o, i, ... <0;
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ki; is a process performance index (P.P.l.). d .um' solution (4), (5), (6) could be applied.

The paper deals with a complex consisting operations described by the €% B0 Rerles connection (Fig. 2)
in the form (1). The way of finding both the O.P.C. of an aggregated system o i :
optimum parameters of individual operations is presented. The introduced IRl Betim connection of
composition theorem makes it possible to reduce the optimization problem 4 Hhanw
complicated network to the problem of series-parallel networks structure, Thlu, ) - SN k
solutions obtained for series and parallel connections of operations whigh [ min L i C"'" 7¢ ]}= BiCY .. 7’ )
presented in [1] can be utilized. It is proved that the O.P.C. of the whole system O TR e i R e

of the form (1). The P.P.I. value is calculated numerically,
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It is assumed that events are ordered in the network. Each operation is denorilis <
by the O.P.C. in the form (1). The set of all operations (i, /) which belong ta |
network is denoted by S. It is useful to divide the set S into two subsets: ' k \ (K04 1)'“] » q=1+p+7+...to.

(i) S, is the set of operations generating the ordering path: ' d =0
L Wptmum values of parameters are:
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(i) S, is the set of the other operations: C
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The optimization problem consist in finding such parameters of Individun] VLI
operations {B;;, Cyj, ..., Z;;€1,j}: (i, j) € S that minimize the performance meuaun
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structure. '__, H - '__k ”
L = i B, Ze
ki ' S subject to # =8, rﬁ’ : =

min A - ::' Ay S’ A Parallel vonnection

i " "
i Ci=( Vg Z -z L
B Cigim i 60 (haes (. Jen Bly €y 21 (I k- J




Decomposition theorem |
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The optimum values of /;', . ,, i=0,1, .., n—1, are:
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The proof is presented in [6]. At first the theorem have been pruvt&-
n=2 (ie. the operation division into two component operations), Then
induction method was utilized in order to show that the theorem was trie I
integer n>2. '
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The theorem permits to replace one operation by the optimization problem 1 LI Inlnul glllmu.l ht-ttl; .\Lminimized ﬁmctii'(’);'f-(ﬁlgs Z)y—c0. When
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T e ok any posiive, rual valugs, which TSI | "l; ¢ £) "l'lu:l fI':llc:l permits to minimize the function £ in closed, limited set
Let us consider the problem (2). Each operation (r, §) € S, will be divided Iy » st

(s—r) suboperations by using the decomposition theorem. The parameters of AUl - ¢ z ”\ﬁ'! T . "21 Ziiteq =
operations created by division of operation (r, 5) are denoted bY liruytr By Cimpn : B T o "

Zrs)i- The index i means, that the considered suboperation is parallel to the operatin
(4, i+1) € S,. The above parallelism is satisfied when the parameters ol the s .
operations take values as follows: '
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polslant vialues b, ¢, ... are small enough, positive, real numbers.

Thie varliblos liwn belong to the closed and limited sets V,,. The nu_m.mllzed
| Wi I continuous inside £, and V,,. Then it is possible to change the minimiza-

B arder (vee (3] p. 203).
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and §;, are treated separately. The functions of the operations (r, 8) € S, are ropl L R R e B - () €8y tmp —h

by “minimizing problems” according to decomposition theorem (equation (KD,

The lnternnl problem concerns the series-parallel connections of the operations.
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d. The network of aetivities that must be done by the electrical motors

i g,

where 8, (s the set of operations (#, #) @ S, that are realized simultuneously wi
operation (i, i+1), i.e. '

(r, ) e Sy==(r, ) e S, rf A1),

When the optimum values of By, v, Z;, 4 are introduced to the condit
which define V,, (eg. (11)), one gets the sets V,, (o be independent of the
B Gy 2 :

_,
where K; ;. 1=k; ;41 2, Lesyis

(rs)es;
s—1 a

K,s=[2 K,’_';“H} ,  q=14+p+y+..
i=r

Therefore the minimum value of the performance measure of the whole comjil
becomes :
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where L f Tl setwork of operations to be done by the motors in order to displace a body along
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N Urs) i€ Vrs = i (sYes G | i - LBL N consider a single operation. One electrical motor should shift a massive

b 10 the given distance Y, in the given interval 7. The position of the body y ()

V,, is defined by (12) :
desuribed by the equality:

The optimum values of parameters are as follows:

3
B* c* * ki gt E Loyt 'I!Ie ) r(=y0)+a ’ (t—7) x(1)dr
l',i+1: i,i+l= =_i_.Af_ :_1 = (m)f—'Sr___ : 0
B C A k.

W 6 i plven coefficient, x (¢) is the current in the armature of the motor.
# problem consist in finding such a control current x (H e L*[0, T] which

The numerical methods can be applied to solve the problem (14), The valw |
k; and I, obtained in this way enable to calculate the optimum purumei liileen tho energy cost
of single operations. For a given network and values A, the problem (I8
as independent of the parameters B, C, ..., Z should be solved only onee, |
obtained O.P.C. of the whole complex is of the same form as the O.P.C, af tl
individual operations.
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3. An example ' 1 van be shown that
: vy (T,
A transport process using three electrical motors which work in (e L x4 (r)= ar® \ 2 s

perpendicular directions a, b, ¢ (see Fig. 4) is considered. They should shift a muss
body from point 0 to point 3 in the given time interval 7, with minimumn ene) "
consumption. In addition, the movement trajectory must pass by the edges | i " ,.«...3‘ Y .
and 22, Such a problem can appear when the work of a tool-machine or u ¢ram T et Y

d milnlmum energy cost



The lust relation s the O.P.C, of the single operation of a transport p Wikt 1L Control and organieational stroeture In large seale systems, Minnesotn 1970

. ; wlly of Minnesotn, Space Selence Center,
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Optymalizncin | ngregatyzacin w systemach typu PERT. (In Polish). Warszawa 1972.

E = T“ , where the P.P.I. k= }"JJ 4("2 is given, Tasiytinty Cybernotykl Stosownnej PAN No. 1.
1j 1

The sets S, and S,, which have been defined in (2) are here

Sa={(0, 1), (1, 2), 2, 3)}, S,={(0,2), (1, )}

i W dynamicznych systemach typu PERT

Sonn aystemy typu PERT zawierajyce operacje dynamiczne, Przyjmuje sig, Ze kazda
i y B8 ke oplsee Charakterystykq Sterowania Optymalnego (CSO) o postaci potegowej.
(Ko i kia  kas\ | [Koz  Kia W plegn o ennlezieniu CSO zagregowanego systemu i okresleniu optymalnych wartodei
T3 "3 T3 T3 T3 W possesepolnyeh operacji, Podano twierdzenie umozliwiajace sprowadzenie kazdej
B 3 = i G Pustuel weeregowo-rdwnoleglej. Mozna wiedy wykorzysta¢ rozwiazania zadan dla sieci
where Q={T;;:>0, To1+T12+Ts:=T, To1+T123=To2y Tiz+T33mTish SR Ownaleglyel, Wyknzano, e CSO zagregowanego systemu ma takze posta¢ potgegowa.
T denotes the time interval of the whole displacement wiln sllustrowano przykladem optymalnego sterowania przesuwaniem masy przy pewnych
: . ; . : [ nilosonyeh na trajektorie ruchu.
The set £2 is defined as the constraints that are requires by the network stengiy Bbiaeh no 4 J g

As follows from the results (12) and (13) the minimum energy cost for the ¥
displacement in the time interval 7" becomes: E,, =k./T".
The P.P.I. k, being solution to the problem (16) can be found numerlon

One looks for

min
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k.= min [(koy +/{01)0)”“+(k] i "(oz; i+ % )4 + (kg3 ,( IMJ)”‘L (1 O e cnetemut T TTEPT, conepaiauine aunamuveckue onepatwn. Ipeanonaraercs,
I(02) 0s I(02) 1€ Vo2 : e aaepain Moser 6ok onmcana XapaxkTtepreTHkoi OnTHMansHOro YmpanrieHus

G tasl } RO D s, nanva cocront B HaxouieHnn XOV arpernposaHHoit CHCTEMEI M OIpe-
where . B DM BRI atienuil napaMeTpoB OT/cibHBIX onepauni. [dasa Teopema, MO3BO-
1 /4 CHOC T IHACIYIO CeTh K apesiieibHO-NoceaoBaTenbHoMy Buay. MoxkHO Torna nenosis-

Vor= {"(02)CU 1102)1 =0, !(02)0+]fu’) 1=k 02§ 0 PRI AN AL T pRIITICITBHO=I0Ce/[oBaTe b HBIX ceTeil. TTokasaro, uTo XOQV arperu-

Via= {"'(13)1: ](13) ,=0 !(111145 ) +I(lif343 % zl\.:.‘«\} ¢ O IO TOMED MBET THIOKe CTeneHnoll Bujl, PelueHns MIOCTPUPYIOTCs IPHMEPOM ONTH-

vul"llllll‘ll”" HEPEANMIKEHHEM MACCHLI MPH HEKOTOPLIX OTpaHHYECHHAX HAKIAAbIBACMBIX

The optimum values /o0, o215 L13y 1> K1ay2 that can be obtained by solyl QRS ARUMGNHA,

the problem (15), allow to determine the optimum time intervals of the individi
operations:
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To2=To1+ T2, Tya=Ti2+Tss: and the optimum currents (relation (158))
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