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A criterion for the existence of a generalized inverse of a Boolean relation matrix is derived and
a way of determining the generalized inverses is given.

1. Introduction and basic concepts

In his papers [3] and [4] Plemmons has motivated the research for generalized
inverses of a Boolean relation matrix by applications in network and switching
theory [5, 6], in nonnegative generalized inverses of matrices over the reals [4], and
in the general theory of graphs [5]. In this paper we shall give a criterion for the
existence of a generalized inverse, analogous to that of the existence of a sclution
for a Boolean matrix equation 4X=AB. Further, a way of determining all the
generalized inverses of a Boolean relation matrix is given. The results here are based
on the ideas of the paper [2].

By a Boolean relation matrix of order » is meant an n xn matrix of zeros and
ones. The product, join and meet of such matrices are defined as in case of Boolean
matrices of zeros and ones, see e.g. [1]. Any solution of the Boolean relation matrix
equation

A=AXA : (1)

is called a generalized inverse of the given matrix A.

Any Boolean relation matrix B=[b;;] can be mapped onto a bipartite graph
G (B)=(Vz\ V}, Ep), where the vertices of ¥ correspond to the rows of B and
those of ¥, to the columns of B. An undirected edge (x, ') belongs to G (B) if and
only if b;;=1 in B, where i corresponds to x and j to y’. Conversely, any bipartite,
undirected graph, for which the numbers of elements in ¥ and ¥, equal, i.e. [V;|=
=|V,|, can be translated into a Boolean relation matrix.

Consider the product B; B, of two Boolean realtion matrices B; and B,. This
produel can be mapped onto a chain of bipartite graphs G (8,) and G (8,), denoted




by G (B) G/ (B,), where the vertex sets 1| and V, of G (8)) and G (B,), respectively,
coincide. Let B, By=By=[b}]. According to the definition of the Boolean matrix
product, b}, =1 if and only if there is a path of length two from a vertex xe V,
of G (By) to a vertex y' e V, of G (B,), where i corresponds to x and j to y'. As an
illustration, see the product B, B,=B, described in Figure 1, when

r ] £ ’ ’ ’ ’ ’

® o x' 3"z x'y z

T 1 @1% 0 1 0]x w o1 0 a0
B;=10 1 0|y, By=|1 01]y, and Bs=|1 01 |yp.

l 0 0]z 0 101z 0 1 0]z

According to the associativity of the Boolean matrix product any product of n
Boolean relation matrices, where n>3 and finite, can be represented as a chain of n
bipartite graphs.

2.+A criterion
Let A be a given Boolean relation matrix and consider the product AXA. For

sake of clarity, we shall denote the first matrix of AXA by B,, the second by B,,
and the third by B,. Consider the chain graph G (B,) G (B,) G (B;) obtained from
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Fig. 1

bipartite graphs G (B,), G (B,), and G (B,) by identifying the vertex sets | and
V,, and the sets ¥, and V. The graphical description G (B,) G (8,) G (B,) of the
matrix product AX4 implies immediately that there is a generalized inverse for A,
Le. there is a solution for the equation (1), if and only if

(i) for any edge (x, y') € £ there is at least one path of length three from x e ¥,
of G (B,) to y" € ¥} of G (B;) in the graph G (B,) G (B,) G (B), and

(ii) for any edge (z, w') ¢ E, there is no path of length three from ze ¥, of
G (B,) to w'eV; of G(B;) in the graph G (B,) G (B,) G (By).

As the Boolean matrix product is distributive with respect to the join operation on
matrices, there is a solution X, for 1 such that ¥Y< X, for each solution Y for (1),
if any solutions exist. Clearly G (X,) contains each edge not contradicting the
condition (ii). In the following we shall determine a matrix M, or equivalently
a bipartite graph G (M) with |V,,|=|V, |, containing each edge not contradicting
the condition (ii). According to the maximality of M. A has generalized inverse if
and only if of a solution for a Boolean matrix equation AX=B, or XA=B, see e.g. [1].
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Lot 7' x denote the set of vertices adjacent to x in the graph G (A4). In order
that (1) Is valid, a vertex xe ¥, (=) can be joined to a vertex y' e V) (=Vs)
only i for any z € Iy x the relation 7y z=1T y' holds. In other cases there would
be a path of length three in G (B,) G (B,) G (B3) from a vertex z, € V| to a vertex
w'ely, y', while (z, w') ¢ E,. Consider the translation of this condition, which
determines the edges of the graph G (M), into a serie of suitable Boolean matrix
operations.

The notation D'’ means the Boolean complement of the Boolean relation matrix
D and DT the transpose of D. Let us consider the matrix product 4 (4")"'=C=[c;,].
In the chain graph G (4) G ((4")"') the vertex sets ¥, of G (4) and ¥V of G((4")"")
coincide. Assume that x corresponds to 7 and p to j. Then ¢;;=1 if [y x&I,y,
and ¢;;=0, if I'yx< I, y. Indeed, if I"y x=I, v, then for any z' € I'; x the edge
(z', ») does not belong to the graph G ((AT)”) according to the completmentedness,
and hence there are in G (4) G ((47)"’) no path of length two from x to y, which
implies e;;=0. The proof for ¢;;=1 is similar. Note that B, =B;=A, and thus we
have found a matrix form to the condition /'y z=7w, y'.

Consider now the matrix product A7 CT=AT [4 (A7)"'|"=F=[{};]. Let f;;=0=

S=n

= |_J aj, ¢, Then for any ze V,, if (x, z) € E4, (z, ) ¢ Rer, 1.6 Iy 22074 y, where i
s=1

corresponds to x and j to y. If f;,=1, then for some z, (x, z) € £, also (z, ) e E- r,

ie. I'yzp T, y. But then, according to the condition for the edge in G (M), an edge
(x, y) € Ey exactly then, when f;;=0, and thus we have found the expression
(A" [A (AT)""]T)" for M. The criterion written formerly in terms of M gives now
the theorem

TueoreM 1. A Boolean relation matrix 4 has a generalized inverse if and only if
A=A (AT[A(AT)"]T)" A.

3. A determination method

In this section we shall follow the lines of the paper [2] without trying to find
solution algorithms analogues to those proposed by Rudeanu in [7] and Ledley in
[1] for the Boolean matrix equations 4X=8 and X4 =pB. The way of this paper is
appropriate for moderate values of .

In the following we shall construct the graph G (M'’") by a graphical way; note
that B;=B;=4 and B,=M"". Consider a vertex xe V,. We can immediately
determine the vertices in the sets {V;—TIpx} and {w| Iy, wN{V3—Ty, x}# O}
Join any vertex ue/p x to any vertex w and repeat this process for any x of V.
The bipartite graph G (B,) of the chain graph G (B,) G (B,) G (B;) is G (M'’), since
we have constructed all the edges contradicting the condition (ii) of the previous
section and only those, as the construction immediately shows. From Theorem 1
it follows that one cannot from the graph G (M'’) conclude the existence of a
peneralized inverse for A.




The existence of a generalized inverse for A will be tested by verifying the validity
of the condition (i) for any edge (x, y’) € E,. This can be performed as follows:
Join any vertex we Vi (= V1), for which y'e I'y, u, to cach vertex z' e I'p X<
=V, (=V;) and remove all the edges contained in G (M"'). If the edge set £y of
the graph G (B,) in the graph G (B,) G (B,) G (B;) constructed by this manner is
non-empty for aby edge (x, y') € E4, (i) and (ii) are valid (cf. the removal of the
edges in G (M”)), and hence a generalized inverse exists. We shall formulate the
observations above in a theorem giving a criterion for the generalized inverse for A.

Denote by Z (x, y') the Boolean relation matrix of the edge (x, y') € E determined
by the manner reported above.

TueoreM 2. Let 4 be a given Boolean relation matrix. A has a generalized inverse
if and only if the matrix Z (x, ") is non-zero for any edge (x, y') € Ey. Furthermore,

if there is a generalized inverse for A', then any Boolean relation matrix 0<(_J) Z (x, »'),
(x,»")
where (x, ¥'") € E,;, is a generalized inverse for 4,if QN Z (x, ") is non-zero for any

edge (x, ") ek,
Proof. The validity of the first part of the theorem was shown previously.
According to the construction rules of the graphs G (Z (x, W0 G0 L) Z6e ¥
>,

does not contain edges contradicting the condition (ii). Since O< U Z (3 29,
(x,77)

G (Q) has this property as well. As for any (x, y')e E, the meet QO NZ (x, p") is

a non-zero matrix, G (Q) is a graph for which the condition (i) hold, and hence Q

is a generalized inverse for A. This completes the proof.

Note that |_J Z (x, »)=M, since only those edges contained in G (M'") were
x,»7)
removed by the construction of G (Z (x, »")). Further, if there is a generalized inverse

for A. Theorem 2 offers a way of enumerating all the generalized inverses for A.

6(6:)6(B,)6(83) 6(81) 6(82)5(83)
Fig. 2 Fig. 3

Finally, consider an example. Let A be a given Boolean relation matrix,

'\_I },I zf wl xl -])f zl ‘Z?’

I 01 1]}x 0 1 01 |x
B P [ 4L e 011 ]y
A TN Then M= (A" [4(4") )= 01 01l
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which Is o generalized Inverse for A, as one can readily verify. Figure 2 shows the
gonstruetion of the graph and let us consider nearer the vertex x. Now [y x=
Iy, X'y 2y 0}, (V) =Ly, Xy={y'y={Vs=Ta, x}, and {wl Ty, w N {3’} # O} =
w {2}, which can be easily seen from the figure. According to the construction rule
of G(M"), (x,z2), (z2'), and (v, z') belong to the edge set Eyp..
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Fig. 4

In Figure 4 all the graphs G (Z (x, y’)) are given, and Figure 3 shows the
construction of G (Z (x, x)). Now I x=1{x’, z’, »'} and for each vertex ¢ of the set
{#, 3, 2,0}, x' € 'y, t. Hence, in G (B,) any te{x’, ', z', 2"} is joined by an edge
to any ¢ € {x, y,v}. The dotted edges correspond to the edges of G(M'). All the
generalized inverse can now be formed according to Theorem 2
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Wyznaczanie uvogdlnionej macierzy odwrotne] wzgledem
(boolowskiej) macierzy relacji

:W pracy pﬁ)dan() kryterium istnienia uogolnionej macierzy odwrotnej wzgledem (boolowskiej)
macierzy relacji oraz przedstawiono metode jej wyznaczania. -

Onpenenenne oGotmenmoit MaTpubl 0GpaTHoii Mo oTHOLIe-
HI{I0 K OyJ/eBoii MaTpHue COOTHOIIeHHIi

- B paifore AaH KpHTepni cywiectsopamns oGoGennoii MaTpuis obparHoii Mo oTHOWeEHHIO
K Oy IeBOit MAaTPHIE COOTHOLICHHAI a TaKKe NMPEICTABIEH METOI ee onpeneneHns,

Wikinzdwki dla Autorow

W wydawniclwie “Control and Cybernetics™ drukuje sig prace oryginalne nie publikowane
W linyeh czasopismach. Zalecane jest nadsylanie artvkulow w jezyku angielskim, W przypadku
widehinln artykutu w jezyku polskim, Redakcja moze zaleci¢ przetlumaczenie na jezyk angielski.
Ohfgtodd nriykulu nie powinna przekraczaé 1 arkusza wydawniczegi, czyli ok. 20 stron maszynopisu
farmiin Ad 2 zachowaniem interlinii i marginesu szerokosci 5 cm z lewej strony. Prace nalezy
whlndud w 2 cgzemplarzach, Uklad pracy i forma powinny by¢ dostosowane do nizej podanych
wakizowek,

I, W naglowku nalezy podaé tytul pracy, nastgpnie imi¢ (imiona) i nazwisko (nazwiska) autora
(uitorow) w porzadku alfabetycznym oraz nazwe reprezentowanej instylucji i nazwe miasta, Po
tytule nalezy umiesei¢ krotkie streszezenie pracy (do 15 wierszy maszynopisu).

1. Muferial ilustracyjny powinien by¢ dotgezony na oddzielnych stronach, Podpisy pod rysunki
niledy podad oddzielnie.

1, Wzory i symbole powinny by¢ wpisane na maszynie bardzo starannie.

Hzezop6ing uwage nalezy zwrocié na wyrazne zroznicowanie malych i duzych liter, Litery greckie
powlinny by¢ objasnione na marginesie. Szczegolnie dokladnie powinny by¢ pisane indeksy (wskaZni-
) | oznaczenia potegowe. Nalezy stosowaé nawiasy okrggle.

4, Spis literatury powinien by¢ podany na koricu artykutu. Numery pozycji literatury w tekscie
Znopatruje sie w nawiasy kwadratowe. Pozycje literatury powinny zawiera¢ nazwisko autora
(nutordw) i pierwsze litery imion oraz dokladny tytul pracy (w jezyku oryginalu), a ponadto:

n) przy wydawnictwach zwartych (ksiazki) — miejsce i rok wydania oraz wydawce;

b) przy artykutach z czasopism: nazwe czasopisma, numer tomu, rok wydania i numer biezacy.

Pozycje literatury radzieckiej nalezy pisa¢ alfabetem oryginalnym, czyli tzw. grazdanka.
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