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The method of dynamic programming is analysed from the general viewpoint of a functional 
space. A sufficient condition is given in order that the method can be applied to extremum problems. 
Some applications to the calculus of variations will be given in a paper to appear. 

Introduction 

The method of dynamic programming [1] is becoming more and more important 
in the functional field, for instance for its applications to the calculus of variations 
[2, 3]. Moreover, in many problems, related to the use of the method of dynamic 
programming, the problem arises to know how far the method works. These reasons 
made me sure of the importance of studying the foundations of the method. About 
the case of real-valued functions of real variables many results already exist; see 
for instance [1] and [7]. In the present paper the method of dynamic programming 
is analysed from the general viewpoint of a functional space. After some notations 
(sec. 1), some introductory properties are given (sec. 2). Then, the multi-stage com• 
position of a set is analysed from a functional viewpoint (sec. 3). At last, a sufficient 
condition in order that the method can be applied in a functional space is given 
(sec. 4). In a further paper some applications to the calculus of variations are given. 

1. Some notation 

Let (X, T), (Q, T') be topological spaces and x, w be elements of X, Q respecti­
vely. Define a parametric partition of X as a set ofsubsets of X such that any two 
of them are disjoint; such that their union is X itself; and such that a one-one cor-
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respondence between them and the elements of Q is given. Denote by X( w ), x( w) 
the subset of X corresponding to the element w E Q, and the generic element of 
X( w ), respectively. A parametric partition of X will be pointed out by writting: 

X= {x(w)EX(w):wE!:J}. (1.1) 

The parametric partition (1.1) will be said to have the property C, if 
(i) the subsets X(w) are closed; 

(ii) the function g: Q -t {X(w):w E Q} is upper semicontinuous, in the sense 
that, given any open set X* c T, the set !2* = {wE !:J:X(w) c X} is an open set 
ofT'. 

At last, let f: X -t R be a given function from X c T into the subset R of the 
reals, and let fw:X(w) -t R:w) the restriction off to X(w). Define 

e(w) = Inf f(x) = lnffw(x(w)); 
xeX(w) 

E(w) = Supf(x) = Supfw(x(w)); 
xeX(w) 

so that we can state two introductory lemmas. 

2. Some lemmas 

We will now state in a functional space two known properties of real-valued 
functions of reals variables1 . 

LEMMA 1. If X is compact; if the parametric partition (1.1) has the property C; 
and if fis lower (upper) semicontinuous, then e(w) is lower (E(w) is upper) semi­
continuous. 

Proof. We will demonstrate Lemma 1 with regard to the lower semi­
·Continuity. To this aim it is enough to show that, for any real o:, the set 
Q(w) = {wE !:J:e(w) > o:} is open. If2 "'Q(o:) i= 0, then Q(cx) is open by 
definition. Otherwise, consider w0 E ,..., Q( o:). As a closed subset of a compact 
set is compact too 3

, by (i) of property C, X( w) is compact. As the image of a lower 
semicontinuous function from a compact set into the reals has a finite infimum 
and contains it4

, a x 0 E X(w 0 ) exists, such that f(x0 ) = e(w0) ~ o:, this inequali-
1 See [5] and [6] for Lemma 1, and [7] for Lemma 2. 
2 By the symbol ~ S we denote the complement of the set S. 
3 See [4] p. 61, Theorem 17' (ii). 
4 In fact, it is known (see 4 p. 62, Theorem 18) that, if the function I:X--> Y is continuous, 

in the sense that the inverse image of any open set of Y (on depending of the particular topology 
<Jf Y) is an open set of X (on depending of the particular topology of X), then Y is a compact set 
if X is. Thus, as the lower semicontinuity of I:X--> R is a particular case of the continuity when 
the open sets are ordinary real intervals, the image of the restriction, lw, of I to the compact set 
X(w) (such a restriction is lower semicontinuous because such if I) has a finite cover of open sets 
of the kind (<X, +oo), and thus it has a finite infimum e(w). The same conclusion is obtained, if 

I :X--> R is supposed to be upper semicontinuous. Assume now that e(w) does not belong to the 
image of lw . Then, the function lw-e(w) would never be zero on X(w), and the function 
1/(lw-e(w)) would be upper semicontinuous onX(w), and here upper bounded, asX(w) is compact. 
On the other hand, 1/(fw-e(w)) would be upper unbounded, as e(w) is the infimum of lw. The 
proof ab absurdo is now completed. 
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_ being based on the fact that w0 E "' .Q(a). On the contrary, if x 0 E X(w 0 ) 

from the inequality f(x0 ) ~ a it follows that e(w0 ) ~ a. Define g[(a) 
= {x E X:f(x) > a}, so 'that the equalities .Q(a) = {wE .Q:X(w) n ,q[(a) = 0} 
= {w E .Q:X(w) c ,q[(a)} hold. Now remark that, because of the lower semicon­
rinuity off, ,q[ (a) is an open set of X, as it is the inverse image of the open set (a, + oo) 

der the function f Then, by (ii) of property C, .Q( a) is open on .Q. This completes 
the proof. 

The part of Lemma 1 related to E(w) may be shown either directly in a quite 
similar way, or applying the above conclusions to - f 

LEMMA 2. The inequalities 

Inff(x) = Inf [Inf j.,(x)]; (2.1) 
xEX wED xEX(w) 

Supf(x) = Sup [Sup f.,(x)]; (2.2) 
XEX wED xEX(w) 

hold. Moreover, if X and .Q are compact, if the parametric partition has the pro­
perty C, if the function f is lower, upper semicontinuous, theri the equalities 

minf(x) = min [min f.,(x)]; 
xEX wED xEX(w) 

maxf(x) = max [max f.,(x)]; 
xEX wED xEX(w) 

hold, respectively. 

(2.3) 

(2.4) 

Proof. Define M= Sup f(x), A = Sup E(w). To demonstrate (2.2) we 
xEX wED 

have to show that the equality M= A holds. As X(w) c X, the inequality M~ E(w) 
holds, Vw E .Q, and implicates M~ A . On the other hand, the inequelities 

vlt ~ E(w) ~f.,, VwE .Q together with the equality U X(w) =X, implicate 
wED 

vlt ~ f(x), Vx EX, and thus A~ M. It follows M= .;/{; To show (2.4) remark 
now that, because of the compactness of X and of the upper semicontinuity off, M 
belongs to the image off Moreover, the property C, together with upper semi­
continuity off, implicates, by Theorem 1, the upper semicontinuity of E(w). This 
fact, together with the compactness of .Q, implicates that A belongs to the image of 
the function E(w). In a quite similar way (2.1) and (2.3) may be shown. This comple­
tes the proof. 

Remark that the assumptions of the two preceeding lemmas, are verified if X 

has only a finite number of elements; this fact often happens in the applications. 

3. Some remarks 

Consider the following P r o p e r t y C': 
(i) the subset X( w) are closed; 
(ii) if the set X* c X is closed on X, then the set {wE .Q:X(w) n X*#- 0} is 

closed on .Q. 

3 Control and Cybereticc 3-4/73 
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Then, it is easy to show that property C ~property C'. 
P r o o f. Consider the set X* c X and closed on X, and define W = 

{X(w):X(w) X* f= 0}; so that the equality ~ W = {X(w):X(w) c ~X*} 

holds. Then, by (ii) of property C', ~X* is open on X and its inverse image under 
the function g is open on Q, i.e. g is upper semicontinuous. Then, property C' 
=> property C. Vice versa, consider the set X* c X and open on X, and define 

W = {X(w):X(w) c X*}; so that the equality ~ W = {X(w):X(w) n ~X*· = 0} 
holds. Then, by (ii) of property C, ~ X* is closed on X and its inverse image under 
g is closed on Q. This completes the proof. 

4. Multi-stage composition of a set 

Before going on to analyse the method of dynamic programming on a general 
topological space, we have now to generalize to such a space the idea of multi-stage 
composition of a set of the Euclidean space. 

Given a set X c T, consider the subsets X1 , X 2 , . .. , Xn, of X, such that 
(i) X 1. c X2 c ... c xN c T; 

(ii) for any j = 1, ... , N a topological space (Qh Tj) is given, and a parametric 
partition of xj, i.e. 

xj = {xj(wj) EXj(wj):wj EDJ (4.1) 

exists, such that, given any subset X1+1(wi+ 1) of Xi+ 1, a bijective and bicontinuous 
(homeomorphism) 5 , i.e. 

CfJJ+1 :Xi~ Xi+1(wi+1), 

and a closed subset Qj(wi+ 1) of Qi exist, such that the set{rp+ 1 (xiCwi) )Erpi+ 1 (X1(wJ) ): 

:wj E Qj(wj+l)} is a parametric partition of Xj+ 1 (wi+l); 
(iii) {xN(wN) EXN(wN):wN EfJN} is a parametric partition of X. 
Then, we define a N-stage composition of X as the set of subsets 

X1 (wl), .. . , XN(wN), 
satisfying the equations 

(4.2) 

xj+1(wj+'l) = {rpj+l (xiwj)) E CfJj+l (Xiwj)):wj EfJj(wj+l)}, j = 1, ... , N. (4.3) 

The sets ( 4.2) will be said first stage, ... , N-th stage of the N-stage composition, 
respectively. At last, the N-stage composition, (4.2)- (4.3) will be said to have the 
property C, if the parametric partitions ( 4.3) have it, whatever w 1 + 1 E Qi +1) j = 

= 1, ... ,N-1, may be. 
Now remark that, if X is compact and theN-stage composition (4.2)-(4.3) has 

the property C, then the subsets CfJJ+ 1 (X1(w1)) of Xi+ 1 (w i+ 1) are compact6
• Thus, as 

5 Xj(Wj) has the same meaning as X(w), but it is referred to x1 instead of to X. Wj, Xj(Wj) are 
generic elements of Qi, Xj(wj) respectively. For sake of simplicity we write Pi+ 1 instead of f/Jroj+l 

as we should; in fact, the function q; i + 1 depends on the fixed element w J+ 1 and not only on the stage 
j+l. 

6 As they are closed subsets of the compact set X. 
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the inverse function 

(4.4) 

is continuous, the set Xj(wi)7 is compact, 
Remark also that, if X is compact and theN-stage composition (4.2)-(4.3) has 

the property C, then the parametric partition, (4.1) has the property C too. In fact, 
the im1ge of the closed set {{}J+l (Xj(wi)) is closed, as it is an homeomorphism; thus 
Xj(wi) is closed. Moreover, the intersection of Xj(wi) and every set x; c XJ and 
closed on Xj is closed8

; and, as (4.2)-(4.3) has the property C, the set of wi, cor­
responding (in the parametric partition) to the image of such an intersection under 
the function q;i + 1 , is closed on Qi. 

5. Some examples 

Now we will give some examples of aN-stage composition of a set to explain 
the preceding considerations. 

I 
I 
I 
I 

{)Kp4 I Q=P I 4 
I 
I 
I 
I t 

I P1 
I 

0 a=to tr tz t3 b- t4 0 a=to tt tz t3 b;t4 

Pig. 1 Fig. 2 

(a) Define X as the set of continuous single-valued functions, defined on a (clo­
sed) interval [a, b], and joining two points P and Q of abscisses a and b, respectively 
(Fig. 1). The natural metric d(x', x") = max /x' - x"/, V x', x" EX, determines 

[a, b] 

a set T of open sets, so that (X, T) is a topological space (as it is a metric 
space)9 . 

Let ! 1 , t2 , ! 3 be a given abscisses, with a< t1 < t2 < t 3 < b, and P 1 , P2 , P 3 

denote the points of a geometric element of X, having abscisses t 1 , t 2 , t 3 , respecti-

7 Xj(wj) is the image of the function (4.4). 
8 In fact, the equality xi*nxj(wj) = xJuxj(wj) holds; moreover, as the union of two open 

sets of a topological space is open too, the set X*nXj(Wj) is closed. 
9 (X, T) is well known and it is usually denoted by C[a, b]. 

3* 
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vely. For every j = 1, 2, 3, 4 define Xj as the set of the restrictions of the elements 
of X to [a, tj], so that we have10 

X 1 c X2 c X 3 c X4 = x. 

~ I ~~ 
-------------. 

I I I 

I I I 
I I I 
I I I 
I I 
?Q=~ I t~~ 
I I I 
I I I 
I I I 
I t I I t 

0 a·~ ~ ~ ~ ~~ ~ ~~ 

~~ 3 ~~ 4 

Figures 2 and 3 show the sets X 1 , X2 respectively. Define Qj as the set of the 
restrictions, wj, of a generic element of X to [tj_ 1 , tj]; the same kind of the above 
metric determines a set TJ of open sets, so that (Qj, TJ) is a topological space. Now 
define Xj(wj) as the set of the elements of Xj, which coincide with wj on [tj_ 1 , tj]. 

Then, {xj(cqj) E Xj(wj):wj E Qj is evidently a parametric partition of J0 . 
Figure 4 sho\Vs the set X 2 (w 2 ), w 2 being the function pictured on t 1 , t 2 . Remark 

also that X1 (w1) = w1 , as shown by Fig. 2. 

Foe every j = 1, 2, 3, given an wH 1 E QH 1 , define Qj(wH'1) as the set of the 

functions of Qj, which equal the function wj+ 1 at t = ti; so that Qj(wi+l) c Qi· 

Figu're 5 shows the given element wi+ 1 and D/wi+ 1 ) at j = 3. It follows that 

J0+ 1(wj+l) may be regarded as the set of the functions of Xj(wj), wj E Qj(wj+ 1), 

"extended" ":'ith the function wH 1 . Figure 6 shows, atj = 3, the given element wj+ 1, 

the corresponding Qj(wj+ 1); the set J0(wi) with wj = wj, i = 1, 2, 3; and the set 
X4 (w4), regarded as before indicated. 

Now remark that the function CfJj+ 1 may now be regarded in the following way 

CfJj+ 1: u J0(wj) ~ xj+1(wj+d (5.1) 
WjEQj(WJ+l) 

and is evidently bijective, as the equality 

xJ +1 (wj+ 1) = x)~ 1 (wH 1), xj +l (wj+1), x]~1 (wH 1) E J0+ 1 (wj+l) 

implicates the same equality on the interval [a, tj], i.e. the equality of the correspon­
ding functions of the domain of (5.1). Also the bicontinuity of (5.1) is quite evident, 
if we observe that the same kind of topology has been adopted for the domain 

10 We regard the space C[c, d], with a < c < d < b, as subspace of C[a, b]. 
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and the image of (5.I): the image and the inverse image, under (5.I), of an open 
set is open. 

A 4-stage composition of the set X has been thus obtained by the sets ~(wi), 
j = I, 2, 3, 4. 

X4 (w~) 
623 (w4) ,_..._., 

I I I I I 
I I I 
I I I I oP~P0 G=P4 I 

I \})A I 
I I 

I I I I 
I 

0 a•t0 t, t2 t3 bEt~ 0 a•to ft 
Fig. 5 

Fig.? 

(b) Define X as the -set --
X= {(yl, Yz, Y3):y1 +Y2 +Y3:::;; a; y ;;::, 0, i = I, 2, 3}, a> 0, 

of the 3-dimensional Euclidean space11 . For every j = I, 2, 3 define 

~ = {(y1, ... ,yi):y1 + ... +yi:::;; a;y;;::: 0, i = J, ... ,j}, 
so that we have 

X 1 c X 2 c X 3 = X. 

Figure 7 shows a geometric interpretation of X1 , X 2 , X
3 

as a segment, triangle, 
tetrahedrom, respectively. Define Qi = {w :0:::;; wi:::;; a}; so that wi is now a real 
number and £21 = £22 = £23 = [0 , a]1 2. Define ~(wi) = {(Yt, . .. , Yi):y1 + ... +yi 
= wi;Y;;;::, 0, i =I , ... , j}. Now it is easy to remark that {xi(wi) E~(w1):w1 E£2

1
} 

a parametric partition of X/ 3 • 

Figure 8 shows a geom_etric interpretation of x1 ( (J) r)' Xz ( Wz)' x3 ( w3), as a point, 
as a segment, as a triangle, respectively. 

For every j = I , 2, given an wi + 1 E Qi + 1 , define Qi( wi + 
1

) = { wi: 0 :::;; w
1 

:::;; w
1 

+ t} 
so that £Jiwi+ 1) c Qi· -

Figure 9 shows £Jiwi+ 1) at j = 2. It follows that ~+ 1 (wJ+ 1 ) may be regarded 
as the set of (j +I)-dimensional vectors, whose firstj coordinates y

1
, . . . , y

1 
are given 

by the coordinates of the points of ~(w1), wi E Qi(wi+ 1), respectively, and whose 
(}+1)-th coordinate is Yi+l = w1+1- w1 . Then, the function 9Ji+ 1 which may be 
regarded in the same way as (5.I), is now evidently bijective and bicontinuous. 

11 
The meaning of (X, T) in now trivial. 

12 
The meaning of (Qj, T) is now trivial. 

13 
Xj(Wj) is now the vector (Yt. ... , Yj) E Xj(wj). 
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Figure 10 shows Pi+ 1 at j = 2: p 3 appears to be the following one-one cor­

respondence between the triangle OAB, i.e. U X 2 (cv2) and the triangle ABC, 
w2 e.Q2w3 

i.e. X3(cv3): 
Pi+ 1: U X2(cv2) --+ X3(cv3) 

w2 e:02w3 

or 
Pi+1: {(yl> Y2):y1 +Y2 = cv2, Y1 ~ 0; Y2 ~ 0, 0 ~ cv2 ~ cv3}--+ 

--+ {(y1,y2,J3):y1+Y2+Y3 =cv3,Yi~O,j= 1,2,3}. 
The restriction of p 3 to X 2 (cv2), i.e. the segment DE, given us the corresponding 

subset of X3(cv3), i.e. the segment FG, as shown by the arrows of Fig. 10. 

YJ Y3 

a 

Y1 
a 

Y2 X2(w2) 

Fig. 7 Fig. 8 

Y3 Y3 

a a 

622 (c.v.l) 

y, 
a 

a 

!12 Y2 

Fig. 9 Fig. 10 

The set X1 (cv1), X2(cv2), X3(w3) thus obtained give us a 3-stage composition of X. 

6. Multi-stage dynamical problems 

The preceding lemmas and definitions enable us to consider now the extremum 
problems. To this aim and without loss of generality consider the following problem 

f/J: maxf(x), 
xeX 

where f:X--+ R is the function of section 1. We assume the following 
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HYPOTHESIS I. The set X is compact and the function f is upper semicontinuous 
by which at least an optimal solution of [lJ> exists. 

We will say that the problem [l} may be regarded as aN-stage dynamical problem 
when the following conditions are satisfied. 

(i) At least a N-stage composition of X exists; such a composition is given by 
( 4.2)-( 4.3). 

(ii) For every j = 1, ... , N -1 it is possible to define a function jj:J0 ~Rh 
whose restriction to ]{_j(wi) is said fwi, such that the restriction of fwi+ 1 to subset 
9li+ 1(X/<Pi)) of J0+ 1 (wi+ 1), i.e. fwi+t(!f'i+ 1(xj(wi))), is a function of the kind 

Gi+ 1 (fwj(xj(wi)), Wj, Wj+1) 

where Gi+ 1 ( u, wi> wi + 1) is a real function from the Cartesian product Ri x Qi x Qi+ 1 
into the reals increasing in relation to u. 

When [l} may be regarded as aN-stage dynamical problem, the following problems 
are considered 

[l}j(wi) : Sup fwj(x(wi)),j = 1, ... ,N, (6.1) 
x(wJ) E Xj(WJ) 

whose feasible regions satisfy the equalities 

10+1 (wi+ 1) = {91i+ 1 (xj(wi)) E (91i+ 1 (wi) ):wJE Qi(wi+ 1)}, j = 1, ... , N -1; (6.2). 

and whose extremizing functions satisfy the equalities 

fwi,. 1 (91i+1(xj(w)J) = Gi+1CfwiCx/wi),wi,wi+l),j = 1, ... ,N-1. (6.3) 

The problems (6.1) are said first stage, ... , N-th stage of the representation of 
[l} as aN-stage dynamical problem. 

Moreover, if the N-stage composition sub (i) has the property C, wesay that the 
representation (6.1)-(6.3) of [l} as N-stage dynamical problem has the property C. 

New remark that the considerations we made at the end of section 4 could be 
here repeated. In particular, if X is compact and if the representation (6.1)-(6.3) 
of [l} has the property C, then the sets J0(wi) are compact, as they are closed subsets 
of a compact set. In such a case the supremum of [l}i belongs to the image of fwi. 

Now define 
(6.4) 

then, we can state the following theorem on which the method of dynamic program­
ming is based. 

7. The fundamental theorem of dynamic programming 

(A) The set X c T and the function f:X ~ Rare given. Assume that the problem 

f!JJ : Supf(x) 
xEX 

may be regarded as aN-stage dynamical problem, and that (6.1)-(6.3) be a repre­
sentation of [l} as N-stage dynamical problem. 

., 



40 F. GIANNESSI 

Then the following equalities hold 

fJ+ 1(wi+t) = Sup Gi+ 1 (Fj(wi),wi,wi+l), j= I, .. . ,N-1; (7.1) 
WjEQj(WJ+ t) 

Sup Fj(wi) = Sup jj(xi), j = 1 , .. . , N, 
WjE!Jj XjEXj 

where jj is the restriction of fto J0. 
(B) Moreover, if we assume that 
(i) the sets X and J0 are compact; 

(7.2) 

(ii) the representation (6.1)-(6.3) of :?J> . as N-stage dynamical problem has the 
property C; 

(iii) the functions f and jj are upper semiconiinuous on X and Xi, respectively; 
then the equalities 

fJ+ 1(wJ+ 1) = max Gi+ 1(FJ(wi),wi,wi+ 1), j = 1, ... ,N-1 (7.3) 
WjEQj(Wj+t) 

max Fj(wi) = maxjj(xj), j = 1, ... , N, (7.4) 
WJE !Jj Xj E Xj 

hold. 
(C) Assume that (i)-(iii) sub (B) hold; denote by xj(wi), wJ optimal solutions 

of problems :?J>iwi), (7.3), respectively. Then 

xJ+ 1(wi+1) = 'Pi+t (xj(wJ)) 

is an optimal ~>olution of :?J>i+ 1 ( wi + 1). 

Proof. (A) As (6.2) is a parametric partition of J0+ 1 (wi+ 1) by Lemma 2 the 
following equalities hold 

fJ+l(wi+1) = Sup ' fw1+,(xj+ 1(wi+ 1)) = 
XJ+t(WJ+t) E Xj+t(WJ+tl 

WJED(wJ+t) .'Pl+t(XJ(wJ))e cpJ+'(XJ(wJ)) fwJ+,(cpi+l (xj+1(wj+t))j = 1' ... 'N-1. (7.5) Sup Sup 

Now remark that, given (wi, wi+ 1) E Qi x Qi+ 1 , the only argument of the fun­
ction (6.3) is the generic element, xiwJ, of the inverse image of 'Pi+ 1 (xiwi) ). Thus, 
the following equalities follow 

Sup /ro1. /'Pi+l (xj(wj))) = 
'P)+i(XJ(Wj) E<p]+t(Xj(Wj)) . 

Sup Gi+ 1 (fw1xj(wi)), Wj, wi+ 1) = 
Xj(Wj) E Xj(Wj) 

= Gi+ 1( Sup !wlxj(wi), Wj, wi+t) = 
Xj(Wj) E Xj(Wj) 

= Gi+ 1 (FJ(wj), wi, wi+ 1), (7.6) 

the second one of them holding, as Gi+ 1(u, wi, wi+ 1) has been assumed to be an 
increasing function on respect of u. (7.5) and (7.6) with (6.3) and Lemma 2, impli­
cate (7.1). 

(B) From (i), (ii) it follows that the sets J0(wi) are compact Vwi E Qi; and that 
the parametric partition 

J0 = {xiwi) E Xi(wi):wi E Qi} 
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the property C. Because of this fact and of the upper semicontinuity of jj on J0 . 
by Lemma 1 it follows that Fj(wi) is upper semicontinuous on [2i· Thus, becuase 

the continuity of GH 1 (u, wi, wi+l) it follows that Gi+l (Fj(wi), wi, wH 1 ) is upper 

5e1Ilicontinuous on the Cartesian product [2i (w1+1 ) x QH 1 , which, under the present 
ptions, is compact. All these facts, togethe~ with the compactness of X and 

j. turn (7.1), (7.2) into (7.3), (7.4) respectively. 
(C) Remark that the following equalities evidently hold 

Fj(wj) = !wlxj(wj)); FH 1(wi+l) = ~ax_ Gi+l(i;.lxj(wi)), Wj, Wj+l) 
WjEilj(W)+1) 

= Gi+l(fwj(xj(wj)), wj, wi+l) = h+l(IPHl (xj(wj))); 

d they complete the proof of (C) and of the theorem. 
As a complement of the preceding theorem, remark now that, instead of the 

_ 'IIlbols X 1 , •.• , XN of section 4, we could introduce a parameter t; N determination 
- 1 , .. . , tN oft; and the sets X(t), !2(t), such that 

With obvious changes in the remammg part of the symbols introduced since 
section 4, instead of (7.3) we would find 

F(w(ti+ 1)) = max GH 1 (F(w(ti)), w(ti), w(ti+l)). (7.7} 
w(t J)ED(IJ .w (t J+1)) 

In this case it is possible to obtain a punctual relation for the function F, by 
evaluating (7. 7) when ti tends to ti+ 1 . 
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Aspekty funkcyjne programowania dynamicznego. Wyniki og6lne 

Zanalizowano metod~ programowania dynamicznego w przestrzeni funkcyjnej . Podano waru­
nek konieczny stosowalnosci metody do zagadnieti ekstremalnych. W nast~pnej pracy zostan!t 
podane pewne zastosowania metody programowania dynamicznego w rachunku wariacyjnym. 
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~YHK~HOHaJILHaH CTOpona AHHaMH'IeCKOrO nporpaM­

MHpOBaHHH. 00iqHe pe3yJILTa'rLI 

F. GIANNESSI 

AHa.Jrn3HpyeTcll MeTO,IJ; ,IJ;IDiaMH'1ecKoro nporpaMMHpoBamm B <PYHK~HoHaJlbHOM npoCTpaH­

CTBe. flpHBO,!l;HTCll He06XO,!l;HMOe YCJIOBHe npHMeHlleMOCTH MeTO,IJ;a ,!l;Jlll 3KCTpeMaJibHbiX 3a,IJ;a'1. 

B cne)zyiO~eif pa6oTe 6y,IJ;yT paccMOTpeHhi HeKoTopbie npHMeHeHHll MeTo,IJ;a ,IJ;IDiaMHqecKoro npor­

paMMHpOBaHHll B BapMaH~HOHHOM HCl:JHCJieHHH. 


	Bez nazwy

