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Projection-iteration methods for the approximate solution of convex minimum problems in in­
finite dimensional spaces, recently developed by R. Kluge, are presented, and applications to the 
problem of computation of optimal controls in systems described by ordinary or partial 'differential 
equations are indicated. 

1. Approximation methods for convex minimum problems in 
Hilbert spaces 

Let H be a real Hilbert space with inner product ( ·, ·) and norm 11 · 11 , let C be 
a non-empty subset of H, and let f: H--+R 1 be a finite real-valued functional de­
fined on the whole space H . We are interested in computing a solution of the follow­
ing 

Problem 1. Find a u0 E C such th<tt 

J.(u0 )= minf(u). 
u E C 

It is well known that under the quite general assumptions 

(C0 ) C is weakly compact, 

(f0 ) f is weakly lower semicontinuous, 

the existence of at least one solution of Problem 1 can be proved, but more restric-· 
ting assumptions are needed in order to formulate efficient calculation procedures. 

The theorems listed below apply to problems where 

(C1 ) C is a closed convex set, 

(f1) f is strongly convex, 

*)Presented at the Conference on Algorithmization of Cybernetic Systems, Jablonna, Now .. 
20- 25, 1972. 
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.and 
(f2) f', the gradient of J, exists. 

Here a functional f is said to be strongly convex if there exists a real number 
c>O such that the inequality 

is fulfilled for all u1 , u2 EH. The gradient off is said to exist if there is a linear 
operator f': H--" H with the property 

;~~(u+t~)-f(u) -(f'(u), h)]=o 

for all u, hE H. 
Under the suppositions ( C 1), (f1) the existence of a unique solution u0 for Problem 

1 is assured (cf. [9]). Supposition (f2 ) allows to use gradient methods in H for its 
.calculation. Some related computation methods working in finite dimensional 
spaces have been developed recently by R. Kluge [1-3] in the more general frame­
work of nonlinear variational inequalities. 

Let {HJ, i = 1, 2, ... , be a sequence of subspaces of H with the property 

let us use the notations 

C;=CnH;, i=1, 2, ... , 

and let us assume C 1 # 0. A point u EH is said to be ( C;)-approximable if there 
exists a sequence {w;}, W; E C;, i = l, 2, ... , with the property 

lim W;=·U . 
i-+00 

Then the following theorems are valid. 

THEOREM L (Kluge [1], Satz 15.1). Let the assumptions (C1 ), (f1), (f2 ), 

(f3) f' is Lipschitz continuous with Lipschitz constant L (i.e. If' (u1) - f' (u2)[ ~ 

~L [[u 1 - u2 [1 for all u1 , u2 EH), 
and 

u0 is ( C;)-approximable (*) 

be fulfilled. Then the sequence {v;} generated by the projection-iteration procedure 

v; =P (C;) P; (I-af') vi-li ·v0 EH, 
with 

strongly converges to the unique solution u0 of Problem 1, and there is an error 
.estimation of the form 

i-1 

[ fuo-v;[[~Ml lluo-wdi 112 +Mz .2; (ka)i-i[[uo - will 114 +(ka)i lluo -Vo ll 
j=l 
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ka = V 1 - 2ac + a2 L 2 
• 

Here P ( C1) is the projection operator onto the convex set C1, it is defined by 

llu - P (C;) ull 2 =min llu - vll 2
; 

veci 

P1 = P (H;) is the projection operator onto the linear subspace H 1• In general, the 
operators P(C1), i = 1, 2, .. . , are difficult to realize. In the following theorems, pro­
jections are to be performed only onto linear sets. 

THEOREM 2. (Kluge [1], Satz 15.4). Let the assumptions of Theorem 1 be fulfilled. 
Let there be given another real functional h: H--" R 1 with the properties 

(h1) h is convex, 
(h2) h' exists, 
(h3) h' is Lipschitz continuous with Lipschitz constant I, and 

(C2) C = {uEHih(u)=minh(v)}. 
VEH 

Then the sequence {v1} generated by the projection-iteration procedure 

with 

and 
W1= l - b1 [e1 af'+(1 - ei)h'] 

0<e1< 1, lime1= 0, 
i-+00 

0<a<2c/L2
, 

0<b1 <2c;/L;, 

c1 = e1 (1 - ka), 

L 1= e1 (1 + ka)+(l - e;) L, 

d 
n1 ~ 1- k., d>O, 

' 
k ·= ' 11- 2b. C·+b~ L~ J. Jl L J. J. r. 

strongly converges to the unique solution of Problem 1. 

THEOREM 3 (Kluge [2], Korollar 1). Let the assumptions (f1), f2), (C1), and 
int C is not empty and ( C1)-approximable ( **) 

be fulfilled. Let there be given a real functional g: H-'>R 1 with the properties 
(gl) g is convex, 
(g2) g' exists, 

6 

'---------------------
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and 
(C3 ) C={uEH/g(u)~O}. 
Then the sequence {v1} generated by the projection-iteration procedure 

with 

a1>0, lim a1=0, 
i-+00 

00 

..2) a1=oo 
i=l 

strongly converges to the unique solution of Problem 1. 

Remarks 

1. For the proofs of Theorems 1-3 (see [1, 2]). 
2. The procedures given by Theorems 2, 3 are totally linearized: At the i-th 

step of iteration only the solution of a system of linear algebraic equations of order 
dim H 1 has to be computed. 

3. In Theorem 3, Lipschitz continuity of the gradient operators f', g' is not 
needed. In Theorems 1, 2, suppositions (f3), (h3 ) can be weakneed, it is sufficient 
to assume some type of local Lipschitz continuity (cf. Kluge and Bruckner [6]). 

4. Some results concerning the approximability conditions (* ), (**) are given 

in [1], [3]. If U H 1 =Hand C1 i= 0 then every point uEint C is (C;)-approximable. 
i 

If a set C is given by (C3 ) then every point u with g (u)<O belongs to int C. 

2. Application to optimal control problems 

Let H 0 , H 1 be two Hilbert spaces, and let T be a positive number. Let 

F: H 1 x H 0 X [0, TJ~R1 , 

G:H1 ~R1 

be two real functionals and 

A(t): H1~H1 , 

B(t): H0~H1 

(0~ t~ T) be two families of bounded linear operators. Consider the functional 

T 

f(u(·)) = J F(x(t), u(t), t) dt+G(x(T)) (1) 
0 
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with side condition 

dx(t) 
--:ft=A(t)x(t)+B(t)u(t)_ O~t~T, x(O)=cEH1 , (2) 

where the integral in (1) has to be taken as a Bochner integral. (I) has to be consi­
dered as a functional in 

H =L2 (0, T; Ho), 

where L 2 (0, T; H 0 ) is the space of square-integrable abstract functions u ( ·) de­
fined on the interval [0, T] with values u(t) E H 0 . We are concerned with 

Problem 2. Let CcH be a given set of admissible controls, find u0 (·) E C 
and x0 ( ·) E AC (0, T; H 1) such that (2) holds and 

f ( uo ( ·)) = min f ( u ( ·)) . 
u(·) ec 

If we take H 1 =R", H 0 =Rr then Problem 2 reduces to the well-known problem 
of computing an optimal control for an object described by a finite system of ordi­
nary differential equations. If we assume H 1 to be /2 (the space of square-summable 
sequences of real numbers) we are dealing with objects described by a countable 
set of or~inary differential equations. And there are interesting problems also in 
the domain of partial differential equations: If H 1 is taken to be the Sobolev space 
Wi (Q), QcR", then, for instance, pseudoparabolic equations of the form 

a 
at((-I)ZLI 1 y)+ 2.: Da.Aa.(t,y, ... ,D1 y,u)=0 

Ja.J ~ l 

ansmg in problems of viscoelasticity and viscoplasticity may be represented by 
abstract differential equations of the type (2) (cf. [4], [5]). 

We want to point out to what extent the computing procedures described by 
Theorems 1-3 apply to the solution of Problem 2. First we consider the assump­
tions concerning the functional f 

Assumption (f1) is realized if in (1) the functional G is convex and the functio­
nal F is strongly convex in its first and second arguments, e.g. 

(
x 1 +x2 u1 +u2 ) 1 

F - 2- ,-2-, t ~ 2 [F(x i> u1 , t)+F(xz, u2 , t)]-c(llx1 -x2 ll+ llu1 -u2 11)2 , 

c>O, 
for all x 1 , x 2 E H1o u1 , u2 E H 0 , t E [0, T]. 

Assumptions (f2 ), (f3 ) concern the gradient of the functional f Its existence 
is assured if the gradient of G (denoted by G x) and the partial gradients of F with 
respect to its first and second arguments (denoted by Fx, F,,) exist, its value at time 
t is given by 

f'(u( • )) (t)=Fu(x(t), u(t), t)-B*(t)ljl(t), (3) 
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where B* (t): He-" H 0 is the adjoint operator to B (t), 1f1 ( ·) is the solution of the 
abstract linear differential equation 

dlfl(l) 
-----:if= -A* (t) If/ (t) + Fx (X (t), U (t), t) (4) 

with boundary value 
!f!(T) = - Gx(x(T)), 

A~' (t) is the ad joint operator to A (t), and x ( ·) is the solution of system (2) corre­
sponding to u ( · ). The gradient f' is Lipschitz continuous in H if the gradient 
Gx (x) is Lipschitz continuous in H 1 and if the gradients Fx (x, u, t), F;, (x, u, t) 
are Lipschitz continuous with respect to x, u in H 1 x H 0 x [0, T] (cf. [5]). 

The basic assumption concerning the set of admissible control functions is 
(C1). If C is given by pointwise restrictions, 

C={u(·)eH!u(t)eU(t) a.e. in [O,T]}, 

then for (C1) to be. valid it is sufficient to suppose the sets U(t)cH0 to be closed 
and convex for all t E [0, T]. 

We will not look for conditions guaranteeing (C1) in case of other types of 
restrictions. But we will give some additional remarks concerning the assumptions 
(C2), (C3) in finite dimensional problems. Let 

and let the set C of admissible controls be given by pointwise restrictions 

p;(u(t), t)~O a.e. in [0, T], i=l, ... , k 1 , (5) 

and integral restrictions 
T 

J q;(u(t), t) dt~R;, i=k1 + 1, ... , k 1 +k2 • (6) 
0 

How to find the functionals h and g demanded for in Theorems 2, 3. 
Let us first consider the quite simple case where only one restriction of type 

(6) is given (k1 = 0, k 2 = 1). If we define a functional g to be given by 
T 

g(u(·))= J q(u(t), t) dt - R, 
0 

then we have 
C = {u(·) E Hlg(u(·))~O}, 

that is condition (C3 ) of Theorem 3. Conditions (g1), (g2 ) are fulfilled if the function 
q (u, t) is convex with respect to u and has continuous partial derivatives with respect 
to u1 , •.. , ur for all t E [0, T], the gradient g' is given by 

g'(u(·)) (t)=q .. (u(t), t), 

it is Lipschitz continuous if q .. (u, t) is bounded and Lipschitz continuous with 
respect to u on Rr x [0, T] (cf. [1]). 
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From the functional g, a functional h corresponding to the conditions of Theorem 
2 can be derived in-the following way: Let e (r ), - oo < r < + oo be some real func­
tion which is identically equal to zero for r~ 0 and strictly increasing, bounded 
and Lipschitz continuous for r>O (in [1] the function 

has been used), let 

e(r) = j o/~1)2 
· l + r 

for r~O, 

for r>O 

r 

E(r) = J e(s)ds, 
0 

and define h as 
h(u(·)) = E(g(u(·))). (7) 

From (C3), the relation 

C= {u(·) E H /h(u(·)) = min h(v) (=0)} 
VEH 

follows. Conditions (h1), (h2) are fulfilled if (g1), (g2) are valid, the gradient h' 
is given by 

h' (u(· ))=e(g(u(·))) g' (u(·~), (8) 

it is Lipschitz continuous if g' is Lipschitz continuous and bounded for all u ( ·) E H 
(cf. [1]). 7 

Let us now consider the case where only one restriction of type (5) is given 
(k1 = 1, k 2 =0). We may transform it into a restriction of type (6) by introducing 

q(u, t) = E(p(u, t)), 

and the same procedure as before gives us a functional g which, at the same time, 
can be used as a functional h since g~O by definition, 

T 

h(u(·))=g(u(·))= J E(p(u(t), t)) dt. 
0 

Here, conditions (h1), (h2) are fulfilled if the function p (u, t) is convex with 
respect to u and has continuous partial derivatives with respect to u1 , .•. , u, for all 
t E [0, T], the gradient h' is given by 

h'(u(·)) (t)=e(p(u(t), t))p,(u(t), t), 

It IS Lipschitz continuous if p, (u, t) is bounded and Lipschitz continuous with 
respect to u on R' x [0, T] (cf. [8]) . 

Considering the general case where k1 restnctwns of type (5) and k 2 restric­
tions of type (6) are given we may form the functionals 

T 

lj E(pi(u(t),t))dt, 

hi(u(·))= o r 

E (f q;(u(t), t) dt-Ri), 

i=l, .. . ,kl, 

--------
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and sum them up to get 
kl +k2 

h(u(·))=.}; h;(u(·)). 
i= 1 

Then again C can be characterized as 

C={u( ·) E H/h (u(· )) =min h(v)}, 
VE H 

the conditions (h1), (h2), (h3 ) are fulfilled, and Theorem 2 can be applied. To 
apply Theorem 3 we may take g(u(·))=h(u(·)) (since we have C={u(·)EH/ 
/h ( u ( ·)) ~ 0), but there may arise difficulties in confirming the additional condi­
tion int C#0 for there are no controls u (·)) with h (u (·))<0. 

Remarks 

1. It may be possible to find functionals h, g according to (C2), (C3) also for 
problems with control constraints including the state variables (cf. [8]). Let instead 
of (5), (6) the restrictions 

p;(x(t), u(t), t)~O a.e. in [0, T], i=l, ... , k 1 , (9) 

T 

J qi(x(t), u(t), t) dt~R;, i=k1 +1, ... , k 1 +k1 , (10) 
0 

be given, where x ( ·) is the solution of (2) corresponding to u ( · ). Then a restric­
tion (10) can be represented by means of a function~! 

T 

g(u(·))= J q(x(t), u(t), t) dt-R, 
0 

and conditions (g 1), (g2) have to be assured by assumptions which are to some ex­
tent analogous to those concerning the functional f; especially, the gradient g' 

has to be calculated as 

g'(u(·))(t)=q11 (x(t), u(t), t)-B':'(t) x(t), 

where x ( ·) is the solution of the differential equation 

dx(t) 
dt =-A':' (t) x(t) +qx(x(t), u(t), t), x(T) =O. 

Again, a functional h is given by (7), (8). A restriction (9) can be represented 
by the functional 

T 

h(u(·))=g (u(·)) = J E(p(x(t); u(t), t) dt, 
0 

its gradient is given by 

h'(u( · )) (t)=e(p(x(t), u (t), t)p11 (x(t), u(t), t)-B* (t) x(t), 
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where x ( ·) is the solution of the differential equation 

dx(t) 
dt =-A* (t) x(t) + e (p ( x (t), u(t), t) Px(x(t), u(t), t), x(T)=O 

(see [8] for details). 
2. Theorems 1-3 also apply to a (somewhat narrow) class of control problems 

with weakly nonlinear side conditions (2) (cf. [7]). Let us consider the finite dimen­
sional case, H0 =Rr, H 1 =R", and let instead of (2) a nonlinear differential equation 

dx(t) 
dt =rp(x(t), u(t), t) 

(rp; R" X Rr X [0, rr--> R") be given. For this case, conditions guaranteeing the 
assumptions (f1), (f2), (f3 ) have been given by Poljak [10]. The calculation of the 
gradient becomes somewhat more complicated, instead of (3), (4) we get the ex­
pression 

f'(u(·)) (t)=F.,(x(t), u(t), t)-rp: (x(t), u(t), t) lf!(l), 

where If ( ·) is the solution of the differential equation 

dlf!(l) * . 
-;tt=- fPx(x(t), u(t), t) lf!(t)+F:~(x(t), u(t), t), lf!(T)= - Gx(x(T)). 

For calculation of the Lipschitz constant off', see [7]. 
3. Problem 2 was formulated as a control problem with free right-hand side 

of the trajectory x ( • ). It is not difficult to generalize the computation procedures 
described above to situations where some terminal manifold S(T) is given by using 
penalty methods. 
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Metody aproksymacyjne problemow sterowania optymalnego 

Przedstawiono ·metody iteracyjne rzutuj11ce przybli:i:onego rozwi11zania problem6w wypuldo­
minimalnych w przestrzeniach nieskonczenie wymiarowych, rozwini«te ostatnio przez R. Klugego, 
oraz wskazano na mo:i:liwosc zastosowania ich w problemach obliczania sterowania optymalnego 
w ukladach opisanych zwyczajnymi lub cz11stkowymi r6wnaniami r6zniczkowymi. 

MeTO,ZJ;hi annpoKCHMaQHH ,ZJ;JIH · Ja,n;a'l onnrMaJII>Horo ynpaB­
JieHHH 

Tipe.n:cTaBJieHhr HTeparumnno-npoeKIUIOHHhre MeTO.D:hi npn6mDKeHHoro pemeHHH BhiiTYKJIO­
MHHHMaJThHhiX 3a.[la'I B 6eCKOHe'IHOMepHhiX npOCTpaHCTBaX, pa3BHTHe 3a IIOCJie.[IHee BpeMH B 
pa6oTax P. Kmore. TioKa3aHa B03MO))(HOCTh npnMeHeHHH 3THX MeTO.D:OB .D:JIH 3a.n:a'I Bhi'IHCJieHIDI 
OIITHMaJThHOfO ynpaBJieHHR B CHCTeMaX, OITHChiBaeMbiX .D:H\lJ\lJepeHirll.aJihHhiMH ypaBHeHil.HMH, 
06hiKHOBeHHhiX H C 'IaCTHhiMH IIpOil.3BO.D:HhlMH. 


