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The paper presents an algorithm for constrained dynamic optimization problems and discusses its application to the solution of nonlinear planning models, which could be used in formulation of development programs for the Polish economy. The algorithm is based on the ideas of penalty function, conjugate gradient and adaptive precision principle. The emphasis is made on the convergence properties of the algorithm, in the general case and in the case of the planning model. The corresponding theorems are formulated and proved.

## 1. Introduction

This paper presents an algorithm for constrained dynamic optimization problems and discusses its application to the solution of nonlinear planning models, which could be used in formulation of development programs for the Polish economy. The algorithm is based on the ideas of penalty function [2,5], conjugate gradient $[1,7]$ and adaptive precision gradient method [4]. It is defined in the way to make it directly implementable on a digital computer, i.e. each iteration is made up of a finite number of arithmetical operations and approximately executed function evaluations. An emphasis is made on the convergence properties of the sequences of approximate solutions generated by the algorithm. The sufficient conditions are defined for these sequences to be critisizing or minimizing ones (in a generalized sense) and to converge in the weak and the strong sense.

The planning models considered in the paper are based on the ideas put forward by Kendrick and Taylor [3] and adapted here to the specific conditions of the Polish economy.

In Section 2 we present the adaptive precision conjugate-gradient algorithm together with theorems stating its main properties and in Section 3 we describe the model and discuss the application of the algorithm to its solution.

Some proofs are given in Appendix.

## 2. The adaptive precision conjugate-gradient algorithm

A dynamic optimization problem can be formulated as the problem of locating a minimizing (or maximizing) point for some real-valued functional over a subset of a Banach space.

Let us assume that $E$ is a Banach space, $f$ and $g_{i}, i=1,2, \ldots, q$, are functionals over $E$ and $Q$ is a set defined by the formula:

$$
\begin{align*}
& Q=\left\{u \in E \mid g_{i}(u)=0 \quad \text { for } \quad i=1,2, \ldots, \bar{q} \quad \text { and } \quad g_{i}(u) \leqslant 0\right. \\
&\text { for } \quad i=\bar{q}+1, q+2, \ldots, q\} . \tag{2.1}
\end{align*}
$$

Now, we seek to minimize the functional $f$ over the set $Q$. In particular we shall be concerned with optimal control problems, where

$$
\begin{gather*}
E=L_{2}^{r}(0, T)  \tag{2.2}\\
f(u)=\int_{0}^{T} c(x(t), u(t), t) d t \\
u(t) \in E^{r}, x(t) \in E^{p} \text { for } t \in[0, T]  \tag{2.3}\\
\frac{d x}{d t}=s(x(t), u(t), t) \\
x(0)=x_{0} \tag{2.4}
\end{gather*}
$$

and

$$
Q=\left\{u \in L_{2}^{r}(0, T) \mid a_{j} \leqslant u_{j}(t) \leqslant b_{j} \quad \text { for } \quad j=1,2, \ldots, r\right.
$$

$$
\begin{array}{r}
\text { and almost all } t \in[0, T], \quad \text { and } x_{j}(T)=d_{j} \\
\text { for some } j \in\{1,2, \ldots, p\}\} . \tag{2.5}
\end{array}
$$

It is clear that the set (2.5) can be put in the form (2.1) be defining:

$$
\begin{align*}
g_{1}(u) & =\|u-\bar{u}\|_{2},  \tag{2.6}\\
\bar{u}(t) & =\left\{\begin{array}{lll}
b & \text { if } & u(t) \geqslant b \\
u(t) & \text { if } & a<u(t)<b \\
a & \text { if } & u(t) \leqslant a
\end{array}\right.
\end{align*}
$$

and

$$
\begin{gather*}
g_{i}(u)=\left|x_{j i}(T)-d_{i}\right| \text { for } i=2, \ldots, q  \tag{2.7}\\
j i \in\{1,2, \ldots, p\}
\end{gather*}
$$

To facilitate further considerations we present in the first place an adaptive precision gradient algorithm of the Klessig-Polak type, for unconstrained minimization.

Let $j$ be the computation precision index, $f_{j}(u)$ the approximate value of the functional $f$ in the point $u$ and $h_{j}(u)$ the approximate value of the gradient of the functional $f$ in the point $u$.

## Algorithm 1.

Step 0 . Select an integer $j_{0}$, an $u_{0} \in E$, and parameters $\varepsilon_{0}>0, \alpha, \beta \in(0,1), \lambda_{\text {min }} \in(0,1]$. Set $j=j_{0}, \varepsilon=\varepsilon_{0}$ and $n=0$.
Step 1. Compute $h_{j}\left(u_{n}\right)$ and $\left\|h_{j}\left(u_{n}\right)\right\| E$.
Step 2. Select the direction of the minimization $p_{n}$ (for example one can take $p_{n}=P_{E^{n(j)}} h_{j}\left(\left(u_{n}\right)\right)$.
Step 3. Set $\lambda=1$.
Step 4. Set $\Delta=f_{j}\left(u_{n}+\lambda p_{n}\right)-f_{j}\left(u_{n}\right)+(\lambda / 2)<h_{j}\left(u_{n}\right), p_{n}>$.
Step 5. If $\Delta \leqslant 0$ then go to step 9 , else go to step 6.
Step 6. Set $\lambda=\beta \lambda$.
Step 7. If $\lambda \geqslant \lambda_{\min } \varepsilon$ then go to step 4 ; else go to step 8 .
Step 8. Set $j=j+1, \varepsilon=\alpha \varepsilon$ and go to step 1.
Step 9. If $f_{j}\left(u_{n}+\lambda p_{n}\right)-f_{j}\left(u_{n}\right) \leqslant-\varepsilon$ then set $u_{n+1}=u_{n}+\lambda p_{n}$ and $n=n+1$; else set $j=j+1$ and $\varepsilon=\alpha \varepsilon$.
Step 10. Go to step 1.
Theorem 2.1. Let us assume that the following conditions are satisfied:
(1) $f$ is bounded below on the set
$W\left(u_{0}\right)=\operatorname{conv}\left\{u \in E \mid f(u) \leqslant f\left(u_{0}\right)\right\}$;
(2) $\nabla f$ is Lipschitz continuous on $W\left(u_{0}\right)$,
(3) $\left\{p_{n}\right\}^{\} \infty}{ }_{n=1}$ give an admissible sequence of directions [1];
(4) $\exists M>0, c>0 \forall n\left\|p_{n}\right\| \leqslant M \wedge\left\|p_{n}\right\| \geqslant c\left\langle-\nabla f\left(u_{n}\right), p_{n}\right\rangle$;
(5) $\forall u \in W\left(u_{0}\right)\left|f(u)-f_{j}(u)\right| \leqslant \delta_{j},\left\|\nabla f(u)-h_{j}(u)\right\| \leqslant \delta_{j}$ and $\frac{\delta_{j}}{\varepsilon_{j}} \xrightarrow[j \rightarrow \infty]{ } 0$.

Then $\left\{u_{n}\right\}$ is a criticizing sequence, i.e.
$\left\|\nabla f\left(u_{n}\right)\right\| \rightarrow 0$.
Now we shall consider the adaptive precision conjugate-gradient algorithm for unconstrained minimization, where the search along the line proceeds by means of the Algorithm 1.

## Algorithm 2.

Step 0. Select integers $j_{0}, m_{0}, l_{\text {max }}$. Select an $a \in E^{m_{0}}$ and parameters $\varepsilon_{01}, \varepsilon_{02}$, $\varepsilon_{03}>0, \alpha, \beta_{1}, \beta_{2}, \beta_{3}, \gamma \in(0,1), \lambda_{\text {min }} \in(0,1]$.
Select an orthonormal base $\left\{z_{m}\right\}_{m=1}^{\infty}$ in $E$.
Set $j_{m}=j_{0}, m=m_{0}, \varepsilon_{1}=\varepsilon_{01}, \varepsilon_{2}=\varepsilon_{02}, \varepsilon_{3}=\varepsilon_{03}$,
. $u_{0}=\sum_{i=1}^{m} a^{i} z_{i}, n=0$.
Step 1. Compute $h_{j}\left(u_{n}\right)$ and $\left\|h_{j}\left(u_{n}\right)\right\|_{E}$.
Step 2. Compute $h_{j}^{m}\left(u_{n}\right)=P_{E^{m}}\left\|h_{j}\left(u_{n}\right)\right\|$ and $\left\|h_{j}^{m}\left(u_{n}\right)\right\|_{E^{m}}$.
Step 3. If $\left\|h_{j}^{m}\left(u_{n}\right)\right\|_{E^{m}}<\gamma\left\|h_{j}\left(u_{n}\right)\right\|_{E^{m}}$ then set $m=m+1$ and go to step 2.
Step 4. Set $h^{m} c_{n j}=-h_{j}^{m}\left(u_{n}\right)$ and $l=0$. Comment $h^{m} c_{n j}$ is the direction of minimization.
Step 5. Set $h=h^{m} c_{n j} /\left\|h^{m} c_{n j}\right\|_{E_{m}}$.

Step 6. Set $x=0$.
Step 7. Set $z=u_{n}+x h$.
Step 8. Compute $\Theta_{j}^{\prime}(x)=\left\langle h_{j}(z), h\right\rangle$.
Comment. The function $\Theta(x)$ is defined by the formula:

$$
\Theta(x)=f\left(u_{n}+x h\right)-f\left(u_{n}\right) .
$$

It follows that $\Theta^{\prime}(x)=\left\langle\nabla f\left(u_{n}+x h\right), h\right\rangle=\langle\nabla f(z), h\rangle$
$\Theta_{j}^{\prime}(x)$ is taken as the approximation of $\Theta^{\prime}(x)$.
Step 9. If $\left|\Theta_{j}^{\prime}(x)\right| /\left\|h_{j}(z)\right\|_{E} \leqslant \varepsilon_{2}$ then go to step 17.
Comment. Start of the minimization of the function $\Theta(x)$ by means of the algorithm 1.
Step 10. Set $\lambda=1$
Step 11. Compute $\Delta=\Theta_{j}\left(x-\lambda \Theta_{j}^{\prime}(x)\right)-\Theta_{j}(x)+\frac{1}{2} \lambda \Theta_{j}^{\prime}(x)^{2}$.
Step 12. If $\Delta \leqslant 0$ then go to step 16.
Step 13. Set $\lambda=\beta_{1} \lambda$.
Step 14. If $\lambda \geqslant \varepsilon_{1} \lambda_{\text {min }}$ then go to step 11 .
Step 15. Set $j=j+1, \varepsilon_{1}=\varepsilon_{1} \alpha$ and go to step 1 .
Step 16. If $\Theta_{j}\left(x-\lambda \Theta_{j}^{\prime}(x)\right)-\Theta_{j}(x) \leqslant-\varepsilon_{1}$ then set $x=x-\lambda \Theta_{j}^{\prime}(x)$ and go to step 7; else set $j=j+1, \varepsilon_{1}=\varepsilon_{1} \alpha$ and go to step 1 .
Comment. End of the minimization along the line.
Step 17. Compute $h_{j}^{m}(z)$.
Step 18. If $\left\|h_{j}^{m}(z)\right\|_{E m} \leqslant \gamma\left\|h_{j}(z)\right\|_{E}$ then set $m=m+1$ and go to step 17 .
Step 19. Set $u_{n+1}=z$. If $l=l_{\max }$ then set $n=n+1$ and go to step 4 ; else set $b_{n j}=\left\langle h_{j}(z)-h_{j}\left(u_{n}\right), h_{j}(z)\right\rangle /\left\|h_{j}(z)\right\|_{E}^{2}$,
$h^{m} c_{n+1 j}=-h_{j}^{m}(z)+b_{n j} h^{m} c_{n j}$, $l=l+1, n=n+1$.
Step 20. If $\left\langle-h_{j}\left(u_{n}\right), h^{m} c_{n j}\right\rangle \geqslant \varepsilon_{3}\left\|h_{j}\left(u_{n}\right)\right\| \cdot\left\|h^{m} c_{n j}\right\|$ then go to step 5 ; else set $\varepsilon_{2}=\varepsilon_{2} \beta_{2}$, $\varepsilon_{3}=\varepsilon_{3} \beta_{3}$ and go to step 5.
Comment. The purpose of the operations in step 20 is to find an $\varepsilon_{2}$ which is compatible with the convergence of the algorithm (see [6] p. 307).

Theorem 2.2. Let the assumptions (1), (2) and (5) of the Theorem 2.1. be satisfied and let: (6) the set $W\left(u_{0}\right)$ be bounded. Then the sequence $\left\{u_{n}\right\}$ generated by the algorithm 2 is a criticizing one.

By using the penalty-function method it is possible to apply the Algorithm 2 to the constrained minimization, i.e. to minimize a functional $f$ over the set $Q$ given by (2.1). Let us define:

$$
\begin{equation*}
f_{p}(u)=f(u)+\frac{1}{2} K_{p}\left(\sum_{i=1}^{\bar{q}}\left[\max \left(0, g_{i}(u)\right)\right]^{2}+\sum_{i=\bar{q}+1}^{q}\left[g_{i}(u)\right]^{2}\right) \tag{2.8}
\end{equation*}
$$

and assume that $K_{p} \xrightarrow[p \rightarrow \infty]{ } \infty$.
Now, the adaptive precision conjugate-gradient algorithm for constrained minimization can by defined in the following way:

Algorithm 3.
Step 0. Perform step 0 of the algorithm 2.
Select real numbers $K_{0}>0$ and $s>0$.
Set $K=K_{0}$ and $p=1$.
Step 1. Apply the operations of step 1 of the Algorithm 2 to the functional $f_{p}$. Step 2. If $\left\|h_{j}\left(u_{n}\right)\right\| \leqslant 1 / K$ then set $u_{p}=u_{n}, K=K s, p=p+1$ and go to step 1 .
Step 3. Perform steps 2-7 of the algorithm 2.
Step 4. If $\left\|h_{j}(z)\right\| \leqslant 1 / K$ then set $u_{n}=z, K=K s, p=p+1$ and go to step 1 .
Step 5. Perform steps 8-20 of the algorithm 2.
Theorem 2.3. Let us assume that the following conditions are satisfied:
(1) Sets $W_{p}\left(u_{p-1}\right)=$ conv $\left\{u \in E \mid f(u) \leqslant f_{p}\left(u_{p-1}\right)\right\}$.
(2) $f_{p}$ are bounded below on the sets $W_{p}\left(u_{p-1}\right)$;
(3) $\nabla f$ and $\nabla g_{i} i=1,2,3, \ldots, q$ are Lipschitz continuous on $\bigcup_{p=1}^{\infty} W_{p}$;
(4) $\forall u \in W_{p}\left(u_{p-1}\right)\left|f_{p}(u)-f_{p j}(u)\right| \leqslant \delta_{j} ;\left\|\nabla f_{p}(u)-h_{p j}(u)\right\| \leqslant \delta_{j}$ and $\frac{\delta_{j}}{\alpha_{j}} \rightarrow 0$.

Then the Algorithm 3 is well defined and
$\left\|\nabla f_{p}\left(u_{p}\right)\right\| \xrightarrow[p \rightarrow \infty]{ } 0$.
Theorem 2.4. If in addition to assumptions (3) and (4) of the Theorem. 2.3. the set $\bigcup_{p=1}^{\infty} W_{p}\left(u_{p-1}\right)$ is bounded, $f_{p}$ are bounded below on $E, f$ and $g_{i}, i=1,2, \ldots, q$, are convex, and $f$ is Lipschitz continuous in a neighbourhood of the nonempty set $Q$, then

$$
\limsup _{p \rightarrow \infty} f\left(u_{p}\right) \leqslant \inf _{u \in Q} f(u)
$$

$$
\lim _{n \rightarrow \infty} g_{i}\left(u_{p}\right) \leqslant 0 \quad \text { for } \quad i=1,2, \ldots, q
$$

and

$$
\lim _{p \rightarrow \infty} g_{i}\left(u_{p}\right)=0 \quad \text { for } \quad q+1, \ldots, q
$$

Furthermore, if for $i=1,2, \ldots, q$ the constrains defined by $g_{i}$ are correct $[1,5]$ and $q=\bar{q}=1$, or at least one of the sets

$$
Q_{i}=\left\{u \mid g_{i}(u) \leqslant 0\right\}
$$

is bounded then

$$
\lim _{p \rightarrow \infty} \sup _{p} f\left(u_{p}\right)=\inf _{u \in Q} f(u)
$$

and

$$
\rho\left(u_{p}, Q\right)=\inf _{u \in Q}\left\|u_{p}-u\right\| \xrightarrow[p \rightarrow \infty]{ } 0
$$

(i.e. $\left\{u_{p}\right\}$ is a generalized minimizing sequence for $f$ ).

Let us consider the application of Algorithm 3 and Theorems 2.3. and 2.4. to the optimal control problem defined by (2.2)-(2.5). In this case to compute values of $f$ and $\nabla f$ in any point $u$ it is necessary to solve two systems of differential equations. It can be done approximately by means of some numerical procedure, for example Runge-Kutta or interpolation-extrapolation method [8]. According to adaptive precision principle the accuracy to the numerical integration will be variable. We shall assume that the condition (4) of the Theorem 2.3. is satisfied (of course, in practice it is possible only to a certain limit).

For the optimal control problem (2.2)-(2.5) two following lemmas are valid:
Lemma 1. If the functions $c(.,, .$,$) and s(., .,$.$) are continuously differentiable in x$ and $u$ and they are piecewise continuous in $t$, furthermore, if the matrix-valued functions $\frac{\partial}{\partial x} c(.,, .),, \frac{\partial}{\partial u} c(.,, .),, \frac{\partial}{\partial x} s(., \ldots)$ and $\frac{\partial}{\partial u} s(., \ldots)$ are Lipschitz continuous in $x$ and $u$, piecewise continuous in $t$ and bounded for all $u \in \bigcup_{p=1}^{\infty} W_{p}\left(u_{p-1}\right)$, all $x \in\left\{x(t, u) \in C(0, T) / u \in \bigcup_{p=1}^{\infty} W_{p}\right\}$ and almost all $t \in[0, T]$, then the assumption (3) of the Theorem 2.3 is satisfied.

Lemma 2. If for $i=1,2, \ldots, r$ functions $a_{i}(t)$ and $b_{i}(t)$ are finite, and for some real numbers $m_{1}, m_{2}$

$$
\int_{0}^{T} c(x(t), u(t), t) d t \geqslant-m_{1}-m_{2}\|u\|_{2}
$$

then assumptions (1) and (2) of the Theorem 2.3 are satisfied.
In the next theorem we shall formulate sufficient conditions for $\left\{u_{p}\right\}$ to be a generalized minimizing sequence for the functional (2.3) over the set (2.5).

Theorem 2.5. Let us assume that the following conditions are satisfied:
(1) $c(.,,,$.$) is continuously differentiable in x$ and $u$, piecewise continuous in $t$ and convex in $(x, u), \frac{\partial}{\partial u} c(., .,$.$) and \frac{\partial}{\partial x} c(., .,$.$) are bounded, Lipschitz continuous$ in $x$ and $u$ and piecewise continuous in $t$.
(2) $s(x, u, t)=A(t) x+B(t) u$, where the matrix-valued functions $A(t)$ and $B(t)$ are continuous for $t \in[0, T]$.
(3) $a_{i}(t)$ and $b_{i}(t)$ are finite for $i=1,2, \ldots, r$ and $t \in[0, T]$.
(4) $\int_{0}^{T} c(x(t), u(t), t) d t \geqslant-m_{1}-m_{2}\|u\|_{2}$ for some numbers $m_{1}$ and $m_{2}$.
(5) The set (2.5) is non empty.
(6) The system $\frac{d x}{d t}=A x+B u$ is nonsingular (i.e. if $\frac{d y}{d t}=-A^{*} y$ and $y \neq 0$ then $B^{*} y \neq 0$ ).
Then $\left\{u_{p}\right\}$ is a generalized minimizing sequence for the functional (2.3) over the set (2.5).

If we slightly modify the condition (2) of the above theorem, by assuming the strict convexity of $c(., \ldots$,$) in (x, u)$, we shall obtain a stronger result. In this case the
optimal control problem has a unique solution $u^{*}$ and $\left\{u_{p}\right\}$ converge weakly to $u^{*}$. Furthermore, we can ensure the strong convergence of $\left\{u_{p}\right\}$ to $u^{*}$ by assuming the uniform convexity of $c(., \ldots)$ in $(x, u)$.

## 3. The planning model

Kendrick and Taylor [3] have defined a four sector, discrete planning mode. and identified its parameters for the particular case of the South Korean economyl Here the modified, continuous version of this model is considered. In computational experiments the parameters of the model have been specified in line with data concerning the Polish economy. The basic structure of the model, defined in the form of an optimal control problem, is to maximize a welfare functional over a certain period of time, subject to constraints in the form of distribution relations, production functions, capital stock accumulation equations, terminal capital stock values constraints and bounds on the investment levels.

Let $n$ be a number of sectors. The production of each sector is described by the CES function:

$$
\begin{equation*}
V_{i}\left(k_{i}, l_{i}\right)=\gamma_{i} \mathrm{e}^{z_{i} t}\left[\beta_{i} k_{i}^{-\rho_{i}}+\left(1-\beta_{i}\right) l_{i}^{-\rho_{i}}\right]^{-v_{i} / \rho_{i}} \quad \text { for } i=1,2, \ldots, n \tag{3.1}
\end{equation*}
$$

where $\gamma_{i}$ is the efficiency parameter, $z_{i}$ is the rate of neutral technological changes, $\beta_{i}$ is the distribution parameter, $\rho_{i}=1 / \sigma_{i}-1$ ( $\sigma_{i}$ is the elasticity of substitution of labour for capital), $v_{i}$ is the degree of returns to scale, and $k_{i}$ and $l_{i}$ are the capital and labour inputs. The variables $l_{i}(t)$ and $k_{i}(t)$ for $i=1,2, \ldots, n$ are considered as control and state variables respectively. The state equations can be in the form:

$$
\begin{gather*}
\dot{k}_{i}=\delta_{i}(t)-h_{i} k_{i}(t),  \tag{3.2}\\
k_{i}(0)=k_{i 0} \quad \text { for } i=1,2, \ldots, n
\end{gather*}
$$

where $\delta_{i}$ is the investment level in sector $i$ and $h_{i}$ is the depreciation coefficient in sector $i$ (linear case).

Or in the form:

$$
\begin{align*}
k_{i}= & \mu_{i} k_{i}\left[1-\left(1+\frac{\varepsilon_{i}}{\mu_{i}} \frac{\delta_{i}}{k_{i}}\right)^{-1 / \varepsilon_{i}}\right]-h_{i} k_{i}  \tag{3.3}\\
& k_{i}(0)=k_{i 0} \quad \text { for } i=1,2, \ldots, n
\end{align*}
$$

where $\mu_{i}$ and $\varepsilon_{i}$ are some positive numbers (nonlinear case).
Now, let $A$ be a Leontief matrix, $B$ a capital coefficient matrix, $\delta=\left(\delta_{1}, \ldots, \delta_{n}\right)$, $V=\left(V_{1}, \ldots, V_{n}\right)$ and $c=\left(c_{1}, \ldots, c_{n}\right)$, where for $i=1,2, \ldots, n c_{i}$ is the consumption level of goods produced by sector $i$. The consumption vector is defined by the distribution relation:

$$
\begin{equation*}
c=(I-A) V-B \delta . \tag{3.4}
\end{equation*}
$$

We seek to maximize the welfare functional

$$
\begin{equation*}
f(\delta, l)=\int_{0}^{T} \mathrm{e}^{-\lambda t}\left(\sum_{i=1}^{n} a_{i} c_{i}^{b_{i}}(t)\right) d t \tag{3.5}
\end{equation*}
$$

where $T$ is a planning horizon, $a_{i} \geqslant 0,0 \leqslant b_{i} \leqslant 1$ and $\lambda$ is consumption discount rate, over the set $Q$ defined as:

$$
\begin{equation*}
Q=\left\{(\delta, l) \in L_{2}^{2 n}(0, T) \mid 0 \leqslant \delta \leqslant M, l \leqslant 0, \quad \sum_{i=1}^{n} l_{i}(t)=L(t) \quad \text { and } \quad k(T)=k^{T}\right\} \tag{3.6}
\end{equation*}
$$

Our optimal control problem is now completely stated. Using the Theorem 2.4 together with Lemmas 1 and 2 and Theorem 2.5 it is not difficult to obtain the following results:

Theorem 3.1. If the parameters $v_{i}$ in CES production functions (3.1) are less or equal zero and functionals $f_{p}(\delta, l)$ are defined according to (2.6), (2.7), (2.8) and (3.6) then the algorithm 3 applied to the optimal control problem defined by relations (3.1) (3.2) or (3.3), (3.4), (3.5) and (3.6) generates a sequence $\left\{\delta^{p}, l^{p}\right\}$ and

$$
\left\|\nabla f_{p}\left(\delta^{p}, l^{p}\right)\right\| \xrightarrow[p \rightarrow \infty]{\infty} 0
$$

Theorem 3.2. If the assumptions of the Theorem 3.1 are satisfied then Algorithm 3 applied to the optimal control problem defined by relations (3.1), (3.2), (3.4), (3.5) and (3.6) generates a generalized maximizing sequence for the functional (3.5) over the set (3.6). Furthermore, this sequence converges weakly to the unique solution of the problem.

For computational experiments we have identified the parameters of the CES production functions for five sectors of the Polish economy 1951-1972: (1) industry, (2) construction, (3) agriculture and forestry, (4) transportation and communication, and (5) commerce. It is worth to say that for all sectors $v_{i}$ have turned out to be less than 1 . The matrices $A$ and $B$, the coefficients $h_{i}$, the function $L(t)$ and the values of $k_{i 0}$ were evaluated on the base of data published in the year books of the Polish economy. The remaining parameters of the model have been selected arbitrarily. The computations have been carried out for models with various number of sectors and for the planning horizon $T$ from four to twenty years. The suboptimal solutions have been obtained after a reasonable amount of the computer time, in spite of the rather small and not very up to date computer we have used. It appears that the computation time increases the most rapidly with the length of planning horizon.

Some results have been also obtained for models including the foreign trade.

## 4. Conclusion

We have presented here the numerical method of the dynamic optimization and stated its properties in the case of the general functional defined over a Banach space and in the particular case of the optimal control problem. The method has been tested on a rather important practical problem taken from the theory of economic growth. The results obtained demonstrate that the method is of a considerable practical interest. For example, it can be useful as a tool for the analyses of multisectoral nonlinear planning models of the national economy. It seems that further experimentation along these lines can be quite interesting.

## Appendix

Our purpose here is to outline the proofs of the principal theorems given in the paper. The more detailed proofs of these theorems together with the proofs of Lemmas 1 and 2 can be found in [9].

Proof of the Theorem 2.1.
It is easy to show that from the assumption (5) we have

$$
\begin{equation*}
\frac{\delta_{j}}{f\left(u_{n}\right)-f\left(u_{n+1}\right)} \underset{ }{j \rightarrow \infty} 0 \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta_{j}}{\left\|\nabla f\left(u_{n}\right)\right\|} \underset{j \rightarrow \infty}{ } 0 \tag{A.2}
\end{equation*}
$$

(Notice, that $n$ and $j$ are interdependent).
since

$$
\begin{equation*}
\frac{f\left(u_{n}\right)-f\left(u_{n}+\lambda p_{n}\right)}{\left\langle-\nabla f\left(u_{n}\right), p_{n}\right\rangle} \xrightarrow[\lambda \rightarrow \infty]{ } 1 \tag{A.3}
\end{equation*}
$$

(A.1) and (A.2) yield

$$
\begin{equation*}
\frac{f_{j}\left(u_{n}\right)-f_{j}\left(u_{n}+\lambda p_{n}\right)}{\left\langle-h_{j}\left(u_{n}\right), p_{n}\right\rangle} \xrightarrow[\lambda \rightarrow 0]{ } 1 \tag{A.4}
\end{equation*}
$$

and we see that the Algorithm 1 is well defined.
Now, we have that for all $n$

$$
\begin{equation*}
f_{j}\left(u_{n}\right)-f_{j}\left(u_{n+1}\right)>0 . \tag{A.5}
\end{equation*}
$$

Because of the assumptions (1) and (5)

$$
\begin{equation*}
j \xrightarrow[n \rightarrow \infty]{ } \infty \tag{A.6}
\end{equation*}
$$

and one can show, that (A.5) together with (A.6) yields

$$
\begin{equation*}
f\left(u_{n}\right)-f\left(u_{n+1}\right) \geqslant 0 \tag{A.7}
\end{equation*}
$$

for all $n$ greater than some $\bar{n}$.
Because of the assumption (3) to complete the proof it is enough to show, that

$$
\begin{equation*}
\left\langle-\nabla f\left(u_{n}\right), \frac{p_{n}}{\left\|p_{n}\right\|}\right\rangle \underset{n \rightarrow \infty}{ } 0 \tag{A.8}
\end{equation*}
$$

(From this point the proof is similar to the proof of Theorem 4.6 .2 in [1]).
If the inequality from the step 5 of the algorithm is satisfied for $\lambda=1$ then

$$
\begin{equation*}
f\left(u_{n}\right)-f\left(u_{n+1}\right) \geqslant \frac{1}{2}\left[\left\langle-\nabla f\left(u_{n}\right), \frac{p_{n}}{\left\|p_{n}\right\|}\right\rangle\left\|p_{n}\right\|\right]-\left(2+\frac{1}{2} M\right) \delta_{j} \tag{A.9}
\end{equation*}
$$

If it is not the case there exists an integer $k$ such that for

$$
u_{n+1}=u_{n}+\beta^{k} p_{n}
$$

and

$$
u_{n}^{\prime}=u_{n}+\beta^{k-1} p_{n}
$$

we have

$$
\begin{equation*}
\left\|p_{n}\right\|\left(f_{j}\left(u_{n}\right)-f_{j}\left(u_{n+1}\right)\right) \geqslant\left\|u_{n+1}-u_{n}\right\| \frac{\left\langle-h_{j}\left(u_{n}\right), p_{n}\right\rangle}{2} \tag{A.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|p_{n}\right\|\left(f_{j}\left(u_{n}\right)-f_{j}\left(u_{n}^{\prime}\right)\right)<\left\|u_{n}^{\prime}-u_{n}\right\| \frac{\left\langle-h_{j}\left(u_{n}\right), p_{n}\right\rangle}{2} . \tag{A.11}
\end{equation*}
$$

By transforming these inequalities and using assumptions (2), (4) and (5) we finally obtain that

$$
\begin{equation*}
\frac{\beta}{4 L}\left\langle-\nabla f\left(u_{n}\right), \frac{p_{n}}{\left\|p_{n}\right\|}\right\rangle^{2} \leqslant f\left(u_{n}\right)-f\left(u_{n+1}\right)+\text { const } \delta_{j} . \tag{A.12}
\end{equation*}
$$

Because of (A.7) together with the assumptions (1), and the assumption (5) (A.12) yields (A.8) and the proof of the theorem is complete.

Proof of the Theorem 2.2.
Let $\left\{x_{k}\right\}$ be a sequence of numbers generated by the algorithm 1 applied to the minimization of the function $\Theta(x)$ with $p_{k}=-\Theta_{k}^{\prime}\left(x_{k}\right)$. Because of Theorem 2.1 it is clear that $\Theta^{\prime}\left(x_{k}\right) \rightarrow 0$.

Since $j \xrightarrow[n \rightarrow \infty]{ } \infty$ for every $\varepsilon_{2}>0$ there exists $k$ such that

$$
\begin{equation*}
\left|\Theta_{j}^{\prime}\left(x_{k}\right)\right| / /\left\|h_{j}(z)\right\| \leqslant \varepsilon_{2} . \tag{A.13}
\end{equation*}
$$

Therefore the Algorithm 2 is well defined.
The second part of the proof can be performed by contradiction. Let us assume that there exists a positive number $\varepsilon$ such, that

$$
\begin{equation*}
\left\|h_{j}\left(u_{n}\right)\right\| \geqslant \varepsilon . \tag{A.14}
\end{equation*}
$$

Assumptions (2) and (6) together with (A.14) yield

$$
\begin{equation*}
\left\|b_{n j} h^{m} S_{n j}\right\|_{R^{m}} \leqslant D\left\|h_{j}\left(u_{n+1}\right)\right\| \tag{A.15}
\end{equation*}
$$

for a number $D>0$.
Let for every $u_{n} \alpha_{n}$ be a first number $x_{k}$ which satisfies (A.14). It is possible to show that because of the assumptions (1) and (2), the inequality (A.15) yields

$$
\begin{equation*}
\alpha_{n} \geqslant \zeta>0 \text { for a number } \zeta . \tag{A.16}
\end{equation*}
$$

Now, it is easy to proove that for $\varepsilon_{2}$ sufficiently small, $n$ sufficiently large and some $0<\bar{\zeta} \leqslant \zeta$ we have

$$
\begin{equation*}
f\left(u_{n+1}\right) \leqslant f\left(u_{n}+\zeta h^{m} s_{n j}\right) . \tag{A.17}
\end{equation*}
$$

Because of (A.14) and (A.17) it is possible to show, using the Taylor's formula for first-order expansions, that there exists $a>0$ such that

$$
\begin{equation*}
f\left(u_{n+1}\right)-f\left(u_{n}\right) \leqslant-a \tag{A.18}
\end{equation*}
$$

for almost all $n$.

It means that $f\left(u_{n}\right) \xrightarrow[n \rightarrow \infty]{ } \rightarrow-\infty$ and is in contradiction with the assumption (1). The Theorem 2.3 follows directly from the Theorem 2.2.
Proof of the Theorem 2.4.
Since the convexity of the functionals $f$ and $g_{i}$, and the boundness of the set $\bigcup^{\infty} W_{n}$ the inequality
$n=1$

$$
\begin{gather*}
\left\|\nabla f_{p}\left(u_{p}\right)\right\| \leqslant \alpha_{p} \text { yields }  \tag{A.19}\\
f_{p}\left(u_{p}\right) \leqslant \inf _{u \in E} f_{p}(u)+\text { const. } \alpha_{p} . \tag{A.20}
\end{gather*}
$$

The sequence $\left\{u_{p}\right\}$ generated by the Algorithm 3 satisfies (A.19) for $p=1,2, \ldots$. with $\alpha_{p} \rightarrow 0$.

Now, it is easy to show that all assumptions of Theorem 11.1 in [5] are satisfied. Therefore, the Theorem 2.4 is true.

The Theorem 2.5 follows from the Theorem 2.4 and Lemmas 1 and 2.
It is also obvious that Theorem 3.1 and 3.2 are valid as conclusions from the theory presented in Section 2.
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## Zastosowanie zasady adaptacyjnej precyzji oraz gradientu sprzężonego do analizy nieliniowego modelu planowania gospodarki narodowej

Przedstawiono algorytm rozwiązywania zadań optymalizacji dynamicznej z ograniczeniami i przedyskutowano możliwość jego zastosowania do analizy nieliniowych modeli planistycznych, które mogłyby być wykorzystane przy formulowaniu programów rozwoju gospodarki narodowej. Definicja algorytmu wykorzystuje znane pojęcia funkcji kary, gradientu sprzężonego oraz zasady ' adaptacyjnej precyzji obliczeń. Szczególny nacisk polożono na określenie warunków zbieżności algorytmu, zarówno w przypadku ogólnym jak i przypadku modelu planistycznego. Odpowiednie twierdzenia dotyczące tego zagadnienia zostały sformułowane i udowodnione.

Применение принцина адаптивной точности и сопряженмого градиента к аналщзу нелинейной модели планирования народного хозяйства

В статье представлен алгоритм решения задач динамической оптимизации с ограниичениями и рассмотрена возможность его применения к анализу нелинейных моделей планирования, которые могут быть использованы при формулировке программ развития народного хозяйства. При определении алгоритма используются известные понятия функции штрафа, сопряженного градиента и принципа адаптивной точности вычислений. Особое внимание уделено определению условий сходимости алгоритма как в общем случае, так и в слулае модели планирования. Даны определения и доказательства соответствующих теорем, касающихся этого вопроса.
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