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On linear systems described by right ·invertible . 
operators acting in a linear space 

by 

NGUYEN DINH QUYET 

(Warszawa) 

I~ a series of papers ([2]-[4]) and in [5] the controllability and observability is considered for 
systems described by differential equations in Banach spaces. In this paper we shall consider the 
notion of controllability and other properties of systems described by right invertible operators 
in linear spaces without any topology (se [la-c]). This approach permits to unify the language for 
very different problems and to study some problems never considered before. 

1. Linear systems and their solutions 

DEFINITION 1.1. We recall (cf. [1]) that operator D EL(X) where L(X) is the set 
of all linear operators defined on linear subsets D 1 of X and with values in X is 
said to be right invertible if there exists operator R E L 0 (X)= {A EL (X):~ A =X}, 
such that DR =!, where I is identity operator. 

Now consider a system 

Dx=Ax+Bu 

y=A 1 x+B1 u 

(1.1) 

(1 '.1) 

where A,A 1 EL0 (X), A1 7"'0, and B,B1 EL0 (U-+X); X, U are linear spaces. 
The spaces X and U are called space of trajectories and space of controls, respec

tively. 
We admit for system (1.1) an initial conditions 

F0 X=X0 (1.2) 

where x 0 EZv=kerD={xE!?,gv:Dx=O} and Zv is called the space of constants 
for D. 

Operator F0 E L 0 (X) satisfies by definition the following conditions 

(i) F~ =F0 and F0 X =Zv 
(ii) F0 R=O on X. 

i.e. F0 is an initial operator of D corresponding to R, where R is a right inverse of D 
(cf. [1]). 

3 



34 NGUYEN DINH QUY~T 

Observe that every initial state x 0 is, by our assumption, a constant. 

Suppose that the operator I- RA is invertible. Then the system (1.1 ), (1.2) has 
a unique solution of the form 

x=(l-.l{A)- 1 x 0 +(l-RA)- 1 RBu, (1.3) 

for every u E U (compare [1]). 

If we substitute x given by formula (1.3) into equation (1'.1), we obtain y= 
=A 1 (l-RA)- 1 x 0 + [A 1 (I-RA)- 1 RB+B1 ] u. 

Consider the system 

with initial conditions 

Q (D) x=Bu 

F0 Dk x=x~, k=O, 1, .. . , N-1, 

N 

(1.4) 

(1.5) 

(1.6) 

where x~ E Zv, Q (D)= 2; Qk Dk, Qk EL (X) and such that ~ok cDkX for k = 
k=O 

=0, 1, ~ .. ,N-1 and QN=l. 
N 

If operator Q0 (R) = 2; Qk RN-k is invertible then the system (1.4)-(1.6) has 
k=O N-1 

a unique solution x=RN [Q0 (R)]- 1 Bu+ 2; Rk x~. 
k=O 

Indeed, equation (1.4) implies Q0 (R) DN x=Bu thus DN x= [Q0 (R)]- 1 Bu and 
N-1 

x=RN [Q0 (R)]- 1 Bu+ 2; Rk zk, zk E Zv for k=O, 1, ... , N -1. 
k=O 

Cpnditions (1.6) imply for k=O, 1, ... ,N-1: 

N-1 

F0 Dkx=x~=f!0 DkRN[Q0 (R)]- 1 Bu+F0 Dk}; R 1 z1= 
1=0 

N-1 

=F0 RN-k [Q0 (R)]- 1 Bu+ F0 Dk }; R1 Z 1 =zk 
1=0 

because F0 R=O. 
• N-1 

In our case the output is y=[A 1 RN Q0 (R)- 1 B+B1 ] u+A 1 }; Rk x~. 
k=O M 

Suppose that the operator B is of the form B =P (D), where P (D)=}; P k Dk 
k=O 

with Pk EL(X) and ~PkcDk X for k=O, ... , M-1 and PM=!. Then the system 
(1.4)-(1.6) can be written in the following form 

Q (D) x=P (D) u 

F0 Dk x=xf, k=O, 1, ... , N-1. 

(1.7) 

(1.8) 

(1.9) 
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N-1 
Suppose that Q0 (R) is an invertible operator, . where Q0 (R) = .2; Qk Rk as 

M-1 k=O 

before. Write P0 (R) = .2; Pk RM-k the system (1.7)-(1.9) has a unique solution 
N-1 k=O 

x= W (R) DM u+}; Rk x?, where W (R) =RN [Q0 (R)]- 1 [P0 (R)]. 
k=O . 

Observe that the operator W (R) is a rational function of R. 

Moreover, if we consider the system 

Q (D) DM x=Bu, M~O (1.10) 

(1.11) 

In this case the solution of (1.10)-(1.11) is of the form x=RM+N [Q0 (R)]- 1 Bu+ 
M+N-1 

+ }; Rk x~ provided that operator Q0 (R) is invertible. 
k=O 

Indeed, define DM x=v. Then F0 Dkv=F0 Dk+M x=x~+M• k=O, ... ,N-1. 

We therefore can rewrite (1.1 0)-(1.11) as follows: 

Q (D)v=Bu 

Since operator Q0 (R) is invertible by our assumption we obtain 

N-1 
v=RN [Q0 (R)]- 1 Bu+}; Rk x~+M· 

· k=O 

(1.12) 

(1.13) 

We consider the problem DM x=v~ F0 Dk x=x~, k=O, ... ,M -1. This problem 
is well passed and has solution (cf. [1]) 

I 

M-1 

x=RM v+}; Rk x~. 
k=O 

Substitute v , given by formula ( *) into ( ** ), we obtain 
I 

N-1 M-1 

=RM+N[Qo (R)]-1Bu+}; Rk+M x~+M+}; Rkx~ 
k=O k=O 

and hence we have 
M+N-1 

x=RM+N [Q0 (R)]- 1 Bu+ ,2; Rk x~ 
k=O 

the output y=Ai x+B1 u is of the form 

M+N-1 
y={A 1 RM+N [Q0 (R)]- 1 B+B1 } u+ +A1 .J; Rk x~. 

k=O 

(**) 
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If the coefficients Q0 , •.. , QN _ 1 are commutative with D and Q0 (R) is invertible 
then the system 

DM Q (D) x=Bu, M~O 

has the solution as before: 
M+N-1 

x=RM+N [Q0 (R)]- 1 Bu+ }; Rk xf 

since DM Q (D) =Q (D) DM. 

(1.14) 

(1.15) 

Equation with superposition of right invertible operators. Suppose that D 1 , D2 , . . , D"' E 

ER (X) and R 1 , .•• , Rm are right inverses of D 1 , ... , Dm respectively. 

Consider the superposition D =D1 , D 2 , ••• , D 111 _ 1 , Dm. It is easy to check that 
operator R=Rm·Rm_ 1 • ... •R1 is a right inverse of D, i.e. D·R=l (cf. [lb, lg]) and 
an initial operator forD corresponding toR is of the form F=Fm+Rm F111 _ 1 Dm+ 

+ ... +Rm Rm_ 1 ••• R 2 F 1 D 2 ••• Dm, where Fi>j= 1, · ... ,m, are initial operators for D1 

corresponding to Ri. 

Instead of (1.1), (1'.1) and (1.2) we consider the system 

Dx=Ax+Bu 

with initial condition 

Fx=x0 , x 0 E Zn. 

(1.16) 

(1.17) 

(1.18) 

Assume that operatore I-RA is invertible. Then the problem (1.16)-(1.17) is 
well posed and its solution is as for system (1.1), (1'.1), (1.2) with R replaced by R. 

REMARK 1.1. If D 1 =D2 = ... =Dm=D then D=D111 and R=R111,F1 = ... =F,,=F. 
The . operator F=F+RFD+ ... +Rm- 1 FDm- 1 • 

The Taylor formula (see [1]) implies p<ml =F=l-R111 D'", we obtain the system 

D 111 x=Ax+Bu 

p(m) X=Xo, Xo E Znm. 

(1.16') 

(1.17') 

m-1 m-1 

But Znm={x E !?Pn,.,: X=}; Rk xk, xk E Zn, k =0, ... , m-1 }, hence x 0 = }; Rk xf, 
xf E Zn. Moreover k=O k=O 

(l.19) 

Indeed, since x0 =xg+Rx~+ ... +Rm- 1 X~1 _ 1 , we have FDkx0 =FDk(xg+Rx~+ 
+ ... +R"'- 1 x~,~ 1 ), i.e. FDkx0 =FDk,Rkxf=xf,p=O,I, ... ,m-l. 

Conversely, it is easy to prove that the problem (1.16')-(1.19) is equivalent to 
the problem (1.16')-(1.17'). 

For the superposition Dl> ... , Dm of the right invertible operator we have the 
following: . 
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THEOREM 1.1. Suppose that Dl> ... , D111 are right invertible operators and R1o ... , Rm 
are right inverse of D 1 , ... , Dm respectively. Then ' 

Zv,, ... ,Dm df {zEX:D1 , ... ,Dmz=O}= 

={zEX:z=Z111 +'f R 111 , ••• ,Rm-k +tZm-k>Zm-kEZv,._k, k=O, ... ,m-1}. 
k=l 

m-l 

(1.20) 

Proof. Let z=zm+}.; Rm, ... ,R, _k+ 1 Zm-k• Zm-kEZvm-k' k=1, ... ,m-1, and 
k= 1 

Zm E Zv.,· Then DJ, .. . , Dm z=D1, ... , Dm {z,,+R,., Zm-1 + ... +Rn, ... , R2 zJ}=O. 

Conversely if z E Zv" ... , v,. We shall prove that z can be written in the form 
z=z,.,+Rm Z111 _ 1 + ... +R,, ... , R 2 zl> where zk E Zv •• k= 1, ... ,m. 

We prove this by method of induction. 

Clearly, if m= 1 the formula (1.20) is true. 

Suppose that (1.20) is true for a number m, i.e. if z E Zv,. ... · vm then z can be 
written in the form z=zm +R,., z,_ 1 + ... +R,, ... , R 2 z1 , and suppose that z E 

EZv,, ... , D,+I· We have D 1, ••. ,Dm(Dm+l z)=O. 

Write D111 + 1 z = w, by assumption of induction we obtain w =Z111 + R,., z,., _ 1 + 
+ ... +R,, ... ,R2 z 1, where ZkEZ0 ., k=1, ... ,m, or Dm+ 1 z=z,+Rmzm_ 1 + ... + 
R,, ... , fl 2 z1 . Hence z=zm+ 1 +Rm+ 1' Z111 +Rm+ 1 R 111 Zm_ 1 + ... +Rm+J, ... , R 2 Zu where 
zk E Z o. ; k = 1, ... , m+ 1. Thus ( 1.20) is true for arbitrary m. 

CoROLLARY l.l. Suppose that operator I- R,, ... , R 1 A is invertible. Then the 
equation 

DJ> ... ,Dmx=Ax+Bu,A E L 0 (x),BEL(U-+X) (1.21) 

with the initial condition 

Fx=x0 , x 0 E Zo,, ... ,D"' (1.22) 

where F=F111 ·+RmF,,_ 1 D,+ ... +R,.,R2 F1 D2, ... ,Dm IS an initial operator for 
D 1 , ... , D"' corresponding to R,, ... , R 1 (see [1 b ], [lg]) and Fi are initial operators D i 
corresponding to Ri for j=1, ... ,m, has a solution x=(/-R11, ••• ,R1 A)- 1 x 

m-l 

:< (R,, ... , R 1 Bu+z~,+ .1; R 11, ••• , Rm-k+ 1 z~_J, where z~=Fm x 0 and z~•-• 
k= 1 

=Fm-k Dm-k+1' ... , Dm Xo, k= 1, ... , m-1. 

Proof. Applying the Theorem 1.1, we can write the solution of (1.21)-(1.22) in the 
form x=(I-R111 , •• • , R 1 A) - 1 (R11, ••• , R 1 Bu+xo) Xo E Zv,, ... ,Dm• J.e. 

x0 =z~,+Rm Z~1 _ 1 + .. . +R11, ••• , R 2 z7. 

By acting operators F11, Fm_ 1, Dm, ... , F~o D 2 , ... , Dm on the both sides of (1.20) 

we obtain 
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/ 

because of 

R EMARK 1.2. If D 1 =D2 = ... =Dm (=D), then the problem (1.21)- (1.22) is the problem 
(1.16')-(1 .17'). 

2. Controllability of systems described by a right invertible 
operator 

Suppose that we are given a system 

Dx=Ax+Bu , (2.1) 

(2.2) 

where as before D EL (X) is right invertible and F0 is an initial operator for D 

corresponding to a right inverse R , such that the operator I- RA is invertible and 
BU:.::J(D-A) f»0 . 

For each initial state x 0 E Z 0 and each control u E U the system (2.1)- (2..:.2) 
has a unique solution 

(2.3) 

where we write <1>0 x 0 =(1-RA)- 1 x 0 , <1> 1 u = (I - RA)- 1 RBu, provided that the 
operator 1-RA is invertible. 

1. Denote by §'0 . the set , of all initial operators for D . We have : 

D EFINITION 2.1. The system (2.1)-(2.2) is said to be F 1 -controllab1e if for every 
x 0 E Z 0 we have 

(2.4) 

T HEOREM 2.1. A necessary and sufficient condition for the systems (2.1)- (2.2) to be 
F 1 -controllable is 

(2.5) 

where * denotes algebraic ad joint, and f.\ is restriction of F2 on Rang v{(I- RA) - 1 x 

xRB}cX. 

Proof. By defin ition, the system (2 .1 )-(2. 2) is F 1-controllable if 

(2.6) 

But the equality (2.6) is satisfied if and only if for every z E Z 0 the equation 

(2.7) 
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has soltxtion u or th~ equation 

F1 (I-RA)- 1 RBu=z, (2.7') 

where z=z-F1 (l-RA)- 1 x 0 E Z 0 , has a solution u for every z E Z 0 . 

By the definition of F1 , (2.7') can be rewriten F1 (I-RA)- 1 RBu=z. Thus we 
obtain ker {F1 (I-RA)- 1 RB}* ={0}, i.e. kerB* R* (I-RA)*- 1 F1* ={0}. 

CoROLLARY 2.1. If the system (2.1 )- (2.2) is stationary then the condition (2.5) is 
of the following · form: 

kerB* (I- RA)*- 1 F1* = {0}. (2.5') 

2. Consider the stationary systemDx=Ax+Bu (eq. (2.1)) and F0 x=O (eg. (2.2 ')). 

THEOREM 2.2. Suppose that the stationary system (2.1)-(2.2) with x 0 =0 is F 1 -con
trollable and BU =>(I- RA )X. Then the system (2.1 )-(2.2) is Frcontrollable for 
every F 2 E F0 , where F0 ={F E :#'0 : Vz E Z 0 , :.Jy EX: FRy=z} . 

Proof. To begin with observe that for the stationary system (2.1)-(2.2) we have 
(r-RA) R=R (I-RA), (I .:._ RA)- 1 R=R (J-RA)- 1

, because that (I-RA) is 

invertible. 
The solution of the system (2.1)- (2.2) is of the form x=(l-RA)- 1 RBu. For 

every z E Z 0 , there exists u E U such that F 1 (I-RA)- 1 RBu=z. 
We have (F1 ~F2) (I-RA)- 1 RBu=(R 2 -R1 ) DR (J-RA)- 1 Bu=F1 R 2 (/+ 

- RA)- 1 Bu, or F 2 (l-iA)- 1 RBu=z-z2 , where z2 = F 1 R 2 (1-RA)- 1 Bu. 
Since F 2 E lifo then there exists y EX such that F 2 Ry =z2 , and there exists 

w E U such that Bw = (! - RA) v E X, or there exists w E U such that (I- RA)- 1 Bw = 
=y since I-RA is invertible. Thus there exists a contml wE U such that 
F2 R (I-RA)- 1 Bw=z2 or F2 (!-RA)- 1 RBw=z2 . 

Now if we choose u 1 =u+w then F2 (I-RA)- 1 RBu 1 =F2 (I-RA)- 1 RB(u+w)= 
=F2 (!-RA)- 1 RBu+ F2 (f-RA)- 1 RBw. 

ButF2 (!-RA)- 1 RBu=z -z2 andF2 (I-RA)- 1 RBw=z2 • Thus F2 (I-RA)- 1 x 
xRBu 1 =z, i.e . the system (2.1)-(2.2) is F 2-controllable for F2 E :#'0 if the system 
(2.1 )-(2.2) is F 1 -controllable. 

3. Examllles 

Consider the process described by the linear system differential ,equation 

f x (t)=Ax(t)+Bu(t) 

(£") l x(O)= O 

where A and B are matrices and x, u are vectors. We assume that 
(i) A - n x n constant matrix and B - n x m constant matrix, 

(ii) the · control u (t) is m-vector fu nction measurable and integrable on [0, 1] 
(cf. [7] and [8 ]). 
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If we define the operator (Dx)(t)=(~ x 1 , •.. , ~ xn), where x(t)t=(x1 (t), ... , 

... , Xn (t)) then a right inverse of D is defined as follows: (Rx) (t)=(f x 1 (s) ds, ... , 
t 0 

... , J Xn (s) ds) and (Fx)(t)=x (O)(F1 x) (t)=x (T1)=x1 • 

0 

The system £' can be written in terms of the symbol of operator 

{
Dx=Ax+Bu 

(.9") 
Fx=O. -

By assuming (i) the system (.9") is stationary, i.e. RA =AR, RB =BR, DA =AD, 
DB=BD. 

Moreover by the theorem Bielecki [4] it follows that the operator I- RA is 
invertible. Hence the solution of (.9") i.e. (£')is of the form xu=(l-RA)- 1 RBu. 
In this case we have 

BU ={measurable and integrable functions on [0,1]} 

X = {absolutely continuous functions on [0, 1]} 

and the conditions of Theorem 2.2 hold. 

Therefore if the system (.9") if Frcontrollable for some F1 E ffv then (.9") is 
F2-controllable for all F2 belonging to ffv, where (F2 x) (t) =X (T2), 0<T2 :(1. 

But the system (.9") is F 1-controllable if and only if 

{xu (TJ: u E U}={F1 (I-RA)- 1 RBu: U E U}=Zv=Rn 

In our case relation (*) holds for all operators Frx E ffv, Frx¥-F. 

One can consider also some partial differential operators, functional-differentional 
operators and difference operators, as it was indicated in the papers [lb-e]. 

4. Some generalization 

1. Consider the system 

Q (D) x=Bu 

F0 Dk x=x~, x~ E Zv, k=O, ... , N -1 

N 

(4.1) 

(4.2) 

where Q (D)= I; Qk Dk is a polynomial in D degree N with coefficients Qk EL (X), 
~=0 

k=O, ... ,N-1 and QN=l. 
N 

Suppose that operator Q0 (R) = L Qk RN- k is invertible. Then the system ( 4.1 )-
k=o 

-( 4.2) has a unique solution for every u E U and for every initial values xZ, k = 
N-1 

=0, ... , N -1, x=RN [Q0 (R)]- 1 Bu+ I; Rk x~ (see [le]). 
k=O 
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From Definition 2.1 it follows that the system ( 4.1 )-( 4.2) is said to be F 1-controllable 
if for every z~ E Z D• k = 0, ... , N -- 1, there exists a control u E U such that F 1 D" x 

N-1 

x[RNQ0 (R)- 1 Bii+/~ R"x~]=x~ for all k=O, ... ,N-1. 
k=O 

THEOREM 4.1. The system ( 4.1 )-( 4.2) is F 1 -controllable if and only if 

kerB* [Q0 (R))*- 1 R*N-k F1*={0} (4.3) 

for all k =0, 1, ... , N -1, where Ft is a restriction of F1 on Rangu RN-k [Q0 (R)]- 1 B. 
The proof of Theorem 4.1 is going on the some lines as the proof of the 

Theorem 2.1. 
M 

2. If B=P(D) = .2; Pk Dk, P is a polynomial in D degree M with the coefficients 
k=O 

Pk EL (X), k=O, ... ,M -1, and PM =l we have the system 

Q (D) x=P (D) u 

M-1 

(4.4) 

(4.5) 

Write P0 (R)=}; Pk RM-k and suppose that Q0 (R) is invertible. The solution 
k=O 

of (4.4), (4.5) for every initial state x~, k=,O, ... , N-1, and u E U is of the form 
N-1 

x=W(R)DMu+J;Rkx~, where W(R)=RN[Q 0 (R)]- 1 P 0 (R) is a rational 
function of R. k=o 

The condition of the F 1-controllability of the system ( 4.4)-( 4.5) can be written 
as follows: ker D*M [P0 (R)]* [Q0 (R)- 1 ]* R*N-k F1 ={0}, k=O, 1, ... , N-1, where 
F1 is a restriction of F1 on Rangu {RN-k [Q0 (R)]- 1 [P0 (R)] DM}. 

N 

3. An initial operator F for the polynomial Q (D) .2; qk Dk. Let a polynomial 
N k=O 

of the right inverse operator D be given Q (D)= .2; qk D\ where qk - constant, 
k=O, ... ,N. N •= 0 

If we denote Q* (R)=}; q" RN-\ where as befor~ R is an right inverse of the 
k = O N 

operator D, then R = [Q* (R)]- 1 RN =RN [Q':' (R)]- 1 is a right inverse of D = ~ q" Dk 
/ k=O 

(see [la]) . Thus an initial operator f for the operator D corresponding to R is of 
the form F=l-RD, and ~hen it can be written as follows: 

F=l-[Q* (R)]- 1 RN Q (D)=[Q* (R)]- 1 {[Q* (R)]-RN Q (D)}= 

= [Q':' (R)]-1 {qo RN +q1 RN-1 + ... +qN-RN (qo +qt D+ ... +qN DN) = 

=[Q*(R)]-1 {ql (RN-1_RN D)+ ... +qN(J-RNDN)}= 

=[Q* (R)]-1 {q1 RN-1 (I-RD)+ ... +qN (J-RN DN)}. 

k-1 

By the Taylor formula [la] we have Rk D" =l- .2; R 1 FD1 fork= 1, 2, ... , N, and 
i= O N-1 

then F=[Q* (R)]- 1 {q 1 R N- 1 F+q2 R N- 2 (F+RFD) + ... + qN (F+ .2; Rk FDk)}= 
k= 1 
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=[Q* (R)]- 1 {(q1 RN- 1+qz RN-z+ ... +qN) F+(qz RN-z+ ... +qN) RFD+ ... +qNx 
N N 

xRN- 1 FDN- 1}, or F=[Q* (R)]- 1 {(l' qk RN-k) F+(}; qk RN-k) RFD+ ... + 
+qNRN-1 FDN-1}. k=1 k=1 

N 

PROPOSITION. If for Vz;EZ0 , :lji; such that (,2 qkR~-k)R~- 1 F2 RN-~+ 1 )i;_ 1 = 
k=i 

=R~- 1 z;_ 1 , i= 1, ... , N, where R 2 is a right inverse of D (i.e. DR2 =I) and F2 is 

an initial operator forD corresponding to R 2 , then there exist Y; (i= 1, ... , N) such 

that <F2 , R, y) =z for every u E Z~(D)' where y =(y1 , . . . , Yn) and 

<fz, R, y ) ~!:_ [Q* (Rz)]- 1 et qk R~-k) Fz RN [Q~' (R)]- 1 Yt + ... + 

+ [Q* (Rz)]- 1 qN R~- 1 Fz R [Q* (R)]- 1 YN. ( *) 

N-1 

Proof. For every z E Zo(D) we have (see [la]): z=[Q* (R2)]-
1

}; R; zk> zk E Zv, 

k =0, ... , N -1. Moreover we have 

F2 R=[Q':' (R2)]- 1 (t qkR~- 1 ) F2 RN+(~ qk R~-k) (R 2 F 2 D) RN+ 

... +qN RN-1 Fz DN-1 RN [Q* (R)]-L =[Q':' (R2)]-1 {Ct qk R~-k) Fz R N+ 

+ ( ~ qk R~-k) R 2 Fz RN- 1 + .. . +qN R~- 1 F2 R [Q''' (R)]- 1
}. 

The relation (,:,) holds if there exist y ;, i = 1, ... , N, such that 

[Q':' ~Rz)] - 1 ( g qk R~-k) R~- 1 Fz RN- i+ 1 [Q':' (R)] - 1 Y; = 1 = 

=[Q* (R2)]- 1 R~- 1 
Z; _ t 

or 

N 

( ~ RN-k)Ri -1 pRN-i+1 [Q':'( R)]-1 - Ri-1 ·- 1 N 6 qk 2 2 2 Yi=t - 2 :i-1> z- , ... , . 

By assumption there exist ji;, i = 1, ... , N, such that 

Then y ;_ 1 , i = 1, ... , N, can be found by relation y;_ 1 =[Q* (R)] )i;_ 1 • 
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5. Observability 

1. In the notion of the Section 2, we now <;:onsider the system 

Dx=Ax+Bu 

Fx=;.xa, y=Hx 

where D E R (X), A E La (X), B E La (U--+ X) and H E La (X--+ Y). H =/=(). 

43 

(5.1) 

(5.2) 

The solution of the system (5.1) is of the form x=(I-RA)- 1 xa+(I-RA)- 1 x 

x RBu, and then the output (5.2) y=H(l-RA)- 1 xa+H(I-RA) - 1 RBu. 

DEFINITION 5.1. The system (5.1)-(5.2) is said to be observable if for every given 
output y and input u, there exist a unique initial state xa such that y =H (I- RA)- 1 x 

x xa+H(l-RA)- 1 RBu. We have the following theorem: 

THEOREM 5.1. The system (5.1)-(5.2) is observable if and only if ker H (1-RA)- 1 =· 
={0}. 

Proof. The output y corresponding to X a and u is of the form y = H (I- RA) - 1 X a+ 
+H(I-RA)- 1 RBu, and hence in order to equation H(I-RA)- 1 xa=y-H(l+ 
-RA)- 1 RBu has unique solution xa for every u andy, the necessary and sufficient 
condition is ker H (I-RA)- 1 ={0}. 

2. Suppose that X, Y are Hilbert spaces. In the space X we consider the linear 
system described by a right invertible operator D: 

fDx=Ax 

lFx=xa, XaEZv 
(5.1') 

and the output yE Y defined by the formula y=Hx, where His a linear operator 
from X into Y. 

Suppose that f E (Z v) * be given. We have the definition: 

DEFINITION 5.2. (sye [7]). 

a. The functional f E (ZvY is said to be SR-observable if there exists en element 
rp E P' such that f =E: H* rp, where EA =(1-RA)- 1 is an operator from Zv 
into X, generated by the system (5.1'), i.e. for each xa EZv, x=(I-RA)- 1 Xa is 
a unique solution of the system (5.1'). 

b. The system (5.1') is said to be observable if all jE z; are observable. 

THEOREM 5.1'. The functional f is SR-observable if and only if ker HEA={O}. 

Proof. For each j E z;, the equation f=E: H'" rp has solution rp if and only if 
ker(E:H*)={O} (see [6]), or if and only if ker(H':":'E:*)={O}. 

If we denote K -->Z** K · X--+X':'* K · Y--+P":' as canonical imbeddings Zn:ZD D ' X· - 'Y· 

from Zb into z;*, X into X ** and Y into Y*':' respectively, then we have (see [6]) 
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-
E:* =ICx EA ICzv\ H** =ICy HICX: 1. Hence H':'* E:* =ICy HICX: 1 1CxEA Kz: =Ky HEA Kzn1. 
Therefore the condition ker H'~* E:*={O} holds if and only if ker HEA={O}. 

By the Theorem it follows that the system (5.1') is SR-observable if and only 
if this system is observable in the sense of the Definition 5.1. 

3. The relationship between observability and controllability. Now we shall 
assume that all spaces X, Y, U are self-adjoint i.e. X* = X, Y'~ = Y, U* = U. In 
such spaces the operator A E £ 0 (X), H E £ 0 (X-+ Y), have the following propertil!s 
(see [6] p. 77): A**=(A*)*=A, ff'**=(H*)'~=H. Now we consider stationary 
system 

Dx=Ax+Bu, Fx=x0 

y=Hx 

under assumption concerning A, B, D, F, H as before. 
The system 

Dx=A* x+H* u 

Fx=x0 

is called a dual system for the system (5.1)-(5.2). 

(5.1) 

(5.2) 

(5.3) ' 

THEOREM 5.2. Suppose that. the operator D is self-ad joint, D =D* the spaces X, Y, U 
are self-ad joint and moreover, U = Y. 

The stationary system (5.1)-(5.2) is observable if and only for dual system (5.3) 
the following relation holds: ker (H*)* (I-RA*)*- 1 ={0} . 

Proof. SinceD=D* we have R=R*. Indeed, sinceDR=l, we haveR* D* =R* D= 
=l. Hence D has right inverse Rand left inverse R::'. Therefore R=R*. For the 
system (5.3) the relation ker (H':')* (I-RA*)'~ - 1 ={0} holds means that {0}~ 

=kerH*(I-A*R*)*- 1 =kerH(I-RA)- 1 since H*''=H, A**=A, R*=R, and 
AR=RA, i.e. ker H(l-RA)- 1 ={0}. 
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on the content of the paper. 
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Uklady liniowe opisane za pomoc~t prawostronnie odwracalnych 
operator6w w przestrzeni liniowej 

W wielu pracach [2, 3, 4, 5] rozpatruje si~ sterowalnosc i obserwowalnosc dla uklad6w 
opisanych r6wnaniami r6:i:niczkowymi w przestrzeniach Banacha. W niniejszym artykule roz
patrzono poj'<cie sterowalnosci oraz inne wJasciwosci uklad6w opisywanych prawostronnie 
odwracalnymi operatorami w przestrzeniach liniowych bez topologii (patrz prace [la-c]). 
Uj'<cie to umo:i:liwia ujednolicenie j~zyka dla bardzo trudnych zagadnien oraz zbadanie nic
kt6rych problem6w dotychczas nie rozpatrywanych. 

JIHHeUHhie CHCTeMbl OlliiCbiBaeMbie C DOMOI.l.l'hiO 06paTHMbiX 
cnpaBa ollepaTopoB B nuneiiHoM npocTpaHCTBe 

B pH.n;e pa6oT ([2] , [3], [4]) R B (5] paccMaTp11.BaeTcll Bonpoc ynpaBllileMocm H Ha6mo
)J;aeMoCTH CHCTeM OTIHCbJBaeMh!X C IIOMOIJ.n>IO .D;H<j;l<j;lepeHI.111aJibHblX ypaBReHMii B 6aHaXOBbiX 
npocTpaHCTnax. B .n:aHHoli cTan,e paccMaTpHBaeTCll nOHR.TMe ynpaBJUieMOCTI1 11. pll.n; .n;pyrnx 
CBOHCTB, CI1CTeM OllHCbJBaeMblX TIOCpe.D;CTBOM o6paTMMblX CnpaBa orrepaTOpOB B JII1HeMHblX 
IlpOCTpaHCTBaX BHe TOIIOJIOrHli (CM. (la], (lb], (Jc]). 3TOT TIO.L\XO)l; TI03BOJilleT YRM<j;JHQ!ipOBaTb 
.!13biK .D;JI.!I BeCbMa pa3HblX 3ap;a'f, a TaK:m:e p;aeT B03MO:lKHOCTb HCCJie.D;OBaTb HeKOTOpbie BO
IlpOCbi, KOTOpb!e eme He paCCMaTpH:BaJIHCb .L\0 HaCTOlJ[Uero BpeMeHU. 
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