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We consider a nonlinear differential game of evasion and discuss a condition under which for every initial state of the game there can be constructed a strategy of evasion, that is, a strategy which ensures that the trajectory of the game remains all the time outside a fixed terminal subspace. The sufficient condition for evasion given here is a generalization of the condition from [2].

## 1. Introduction

We consider the differential game of evasion given by an equation

$$
\begin{equation*}
\dot{z}=P_{0}(z)+f(z, u, v), z \in R^{n}, u \in U \subset R^{p}, v \in V \subset R^{q} \tag{1.1}
\end{equation*}
$$

a control set $U$ for the pursuer, a control set $V$ for the evader and a linear subspace $M$ of $R^{n}$. Assume that codiom $M \geqslant 2$, the sets $U, V$ are compact and the right--hand side $P(z, u, v)=P_{0}(z)+f(z, u, v)$ of the equation satisfies the following conditions:
(a) $P(z, u, v)$ is a continuous function on $R^{n} \times U \times V$,
(b) there exist constants $A, B$ such that

$$
|z \cdot P(z, u, v)| \leqslant A|z|^{2}+B \text { for all } u \in U, v \in V, z \in R^{n}
$$

(c) for every $r>0$ there exists a constant $C_{r}$ such that if $|z| \leqslant r,|\bar{z}| \leqslant r$ then:

$$
|P(z, u, v)-P(\bar{z}, u, v)| \leqslant C_{r}|z-\bar{z}| \text { for all } u \in U, v \in V .
$$

The conditions (a)-(c) imply that for any measurable functions $u(t), v(t)$ taking values in $U$ and $V$, respectively, and for any initial condition $z_{0} \in R^{n}$ there exists for $t \in[0,+\infty)$ a unique solution of the problem:

$$
\left\{\begin{array}{l}
\dot{z}(t)=P(z(t), u(t), v(t))  \tag{1.2}\\
z(0)=z_{0}
\end{array}\right.
$$

The aim of the evader is to avoid the subspace $M$; that is, to ensure that $z(t) \notin M$ for $t \in[0,+\infty)$ whenever $z_{0} \notin M$. We assume, forllowing for example [1,2], that at any instant of the time the evader does not know the future behaviour of the opposer and knows its past and present behaviour. More precisely, we use the following concept of strategy for the evader. A mapping $v^{u}\left(z_{0} ; t\right)$ which for a fixed initial condition $z_{0}$ assigns to each purseur's control function $u(t), u(t) \in U, t \in$ $\in[0,+\infty)$ an evader's control function $v(t)=v^{u}\left(z_{0}, t\right), v(t) \in V, t \in[0,+\infty)$ is called as strategy if for any two control functions $u^{1}(t), u^{2}(t)$ and any $T>0$ the equality $u^{1}(t)=u^{2}(t)$ a.e. in $[0, T]$ implies that $v^{u_{1}}\left(z_{0}, t\right)=v^{u_{2}}\left(z_{0}, t\right)$ a.e. in $[0, T]$. We can say now that the aim of the evader in to find a strategy $v^{u}\left(z_{0}, t\right)$ defined for all $z_{0} \notin M$ such that any corresponding trajectory satisfies $z(t) \notin M$ for $t \in[0,+\infty)$.

We formulate a condition under which a strategy of evasion exists and state a theorem of evasion. The condition which we call condition ( $F$ ) when applied to the linear game coincides with the condition given in [2] by R. V. Gamkrelidze and K. L. Kcharatishvili although we formulate it in a different way. Then we discuss condition (F). We give its equivalent form in Proposition 2.1, compare with the condition from [2] and give an example for which condition (F) holds. In the next paper we shall prove the theorem of evasion. Our construction of an evasion strategy much differs than that in [2]. Moreover, we construct a strategy of evasion while in [2] only the existence of a relaxed strategy is shown, where the evader chooses at any moment $t$ a collection $\left(\mu_{1}(t), \ldots, \mu_{r}(t), v_{1}(t), \ldots, v_{r}(t)\right), \sum_{i=1}^{r} \mu_{i}(t)=$ $=1, \mu_{i} \geqslant 0, v_{i}(t) \in V, i=1, \ldots, r$, instead a point $v(t) \in V$.

## 2. The sufficient condition of evasion

In this section we formulate a condition under which an evasion strategy exists and state an evasion theorem.

We assume further that the mapping $P_{0}(z)$ is continuously differentiable as many times as it will be differentiated. Let $D P_{0}(z)$ denotes the differential of $P_{0}(z)$ at a point $z . D P_{0} \cdot P_{0}$ is again a mapping from $R^{n}$ into $R^{n}$ where $D P_{0} \cdot P_{0}(z)=D P_{0}(z) \times$ $\times P_{0}(z)$ and we can take its differential $D\left(D P_{0} \cdot P_{0}\right)(z)$. Denote

$$
C_{0}(z)=I, C_{1}(z)=D P_{0}(z) \text { and inductively } C_{k}(z)=D\left(C_{k-1}(z) \cdot P_{0}(\dot{z})\right)
$$

where $I$ is the identity matrix.
Integrating $p$-times by parts the integral form of the equation (1.2) we obtain the following formula:

$$
\begin{equation*}
z(t)=s_{p}\left(t ; z_{0}\right)+\int_{0}^{t} \sum_{i=0}^{p-1} C_{i}(z(\tau)) f(z(\tau), u(\tau) v(\tau)) \frac{(t-\tau)^{i}}{i!} d \tau+R\left(t^{p+1}\right) \tag{2.1}
\end{equation*}
$$

where $s_{p}\left(t ; z_{0}\right)=z_{0}+P_{0}\left(z_{0}\right) t+\ldots+C_{n-1}\left(z_{0}\right) P_{0}\left(z_{0}\right) \frac{t^{p}}{p!}$ is a polynomial in $t$ of degree at most $p$ and the rest is of the form

$$
R\left(t^{p+1}\right)=\int_{0}^{t} C_{p}(z(\tau))\left(P_{0}(z(\tau))+f(z(\tau), u(\tau), v(\tau))\right) \frac{(t-\tau)^{p}}{p!} d \tau
$$

The conditions (a)-(c) imply that for every $r>0, T>0$ there exists a ball $K\left(0, h_{r, T}\right)$ around the origin of radius $h_{r, T}$ such that if $z_{0}$ is from the ball $K(0, r)$ of radius $r$ around the origin then for every trajectory $z(t)$ of the equation (1.2) $z(t) \in$ $\notin K\left(0, h_{r, T}\right)$ for $t \in[0, T]$. Therefore there exists a constant $N_{r, T}$ such that for any $z_{0} \in K(0, r)$ and any control functions $u(t), v(t)$ the following inequality holds:

$$
\begin{equation*}
\left|R\left(t^{p+1}\right)\right| \leqslant N_{r, T} t^{p+1} \text { for } t \in[0, T] \tag{2.2}
\end{equation*}
$$

In which follows $R\left(t^{m}\right)$ will always denote a term such that $\left|R\left(t^{m}\right) / t^{m}\right|$ is bounded uniformly with respect to all variables on which it may depend.

Take a point $z_{*} \in M$ an integer $p$ and a $k$-dimensional subspace $L$ orthogonal to $M$. Denote

$$
F_{p-1}(t, z, u, v)=f(z, u, v)+C_{1}(z) f(z, u, v) t+\ldots+C_{p-1}(z) f(z, u, v) t^{p-1}
$$

Take a linear mapping $\pi_{L}$ of the form $\pi_{L}=A P_{L}$ where $P_{L}$ is the orthogonal projection of $R^{n}$ onto $L, A$ is an isometric mapping of $R^{n}$ which maps $L$ onto $R^{k}=$ $=\left\{x \in R^{n} \mid x_{k+1}=\ldots=x_{n}=0\right\}$. We shall consider $\pi_{L} F_{p-1}(t, z, u, v)$ for $z$ from a neighboorhood $\mathscr{U}_{z_{*}}$ of $z$ and small $t$. At first recall some facts concerning analytical matrix-functions (see [1] also [2]).

Let $H(t)$ be a function defined for $t$ from a neighbourhood of zero whose values are $k \times k$-matrices. Assume that $H(t)$ is analytical and such that the matrices $H(t)$ are non-singular for positive $t$. Then $H(t)$ may be written in the following form:

$$
H(t)=A(t)\left|\begin{array}{c}
t^{l_{1}}  \tag{2.3}\\
t^{l_{2}} \\
\ddots \\
\ddots \\
0 \\
t^{i_{k}}
\end{array}\right| B(t)
$$

where $l_{1}, \ldots, l_{k}$ are integers, $0 \leqslant l_{1} \leqslant l_{2} \leqslant \ldots \leqslant l_{k}$ which depend only on the function $H(t)$ and are called indices of the function $H(t)$, the matrix functions $A(t), B(t)$ are analytical and such that $\operatorname{det} A(0) \neq 0, \operatorname{det} B(0) \neq 0$. The latter implies that the functions $A^{-1}(t), B^{-1}(t)$ are analytical in a neighbourhood of zero, therefore for any $m \geqslant l_{k}$ the function $t^{m} H^{-1}(t)$ is analytical in a neighbourhood of zero.

Consider for $z$ in a neighbourhood $\mathscr{U}_{z_{*}}$ of $z_{*}$ and $t$ in some interval [0,T] the following representations of the mappings $\pi_{L} F_{p-1}(t, z, u, v), p=1,2, \ldots$ :

$$
\begin{align*}
& \pi_{L} F_{p-1}(t, z, u, v)=H(t)\left(\psi_{0}(z, u, v)+\ldots+\psi_{p-1}(z u, v) t^{p-1}\right)+ \\
+ & \sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \beta_{i} t^{i}+R\left(t^{p}\right) \text { for } t \in[0, T], z \in \mathscr{U}_{z_{*}}, u \in U, v \in V . \tag{2.4}
\end{align*}
$$

where: $(r) H(t)$ is a $k \times k$-matrix-function analytical in a neighbourhood of zero which contains the interval $[0, T]$, non-singular for $t \in[0, T]$ and such that all indices of $H(t)$ are at most $p-1$; the functions $\psi_{i}(z, u, v), \psi_{i}(z, u, v) \in R^{k}, i=$ $=0, \ldots, p-1$, are continuous; $\beta_{i} \in R^{k}, i=0, \ldots, p-1$, are constant vectors; $R\left(t^{p}\right)=$ $=R(t, z, u, v)$ is such that $\left|R\left(t^{p}\right) / t^{p}\right|$ is bounded uniformly with respect to all variables, the functions $\alpha_{i}(z, u, v), \alpha_{i}(z, u, v) \in R^{k}, i=0, \ldots, p-1$, satisfy for some constant $D$ the following estimation:

$$
\begin{equation*}
\left|\alpha_{i}(z, u, v)\right| \leqslant D \rho^{p-i}(z, M) \text { for } z \in \mathscr{U}_{z_{*}}, u \in U, v \in V \text {. } \tag{2.5}
\end{equation*}
$$

We can formulate now the condition of evasion (F):
(F) For every point $z_{*} \in M$ there exist a compact neighbourhood $\mathscr{U}_{z_{*}}$ of $z_{*}$, a two-dimensional subspace $L=L\left(z_{*}^{*}\right)$ of $R^{n}$ orthogonal to $M$ an integer $p=p\left(z_{*}^{*}\right)$ and $T=T\left(z_{*}\right), T>0$ such that the mapping $\pi_{L} F_{p-1}(t, z, u, v)$ has a representation:

$$
\begin{aligned}
& \pi_{L} F_{p-1}(t, z, u, v)=H(t)\left(\psi_{0}(z, u, v)+\psi_{1}(z, u, v) t+\ldots+\right. \\
& \left.\quad+\psi_{p-1}(z, u, v) t^{p-1}\right)+\sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \beta_{i} t^{i}+R\left(t^{p}\right)
\end{aligned}
$$

which satisfies (r) and such that
(i) the set $\bigcap_{u \in U}$ co $\psi_{0}\left(z_{*}, u, V\right)$ contains an interior point with respect to $R^{2}$.

Under the condition (F) a strategy of evasion can be constructed. The following theorem holds:

Theorem 2.1. If for the game (1.1) the condition ( F ) is satisfied then there exist closed sets $W, W_{1}$, a strategy of evasion $v^{u}\left(z_{0} ; t\right)$ defined for all $z_{0} \notin M, t \in[0,+\infty)$ and positive functions $T(\xi), \xi \in(0,+\infty), T(\xi)<1$ and $\gamma\left(\xi_{1}, \xi_{2}\right), \xi_{1}, \xi_{2} \in(0,+\infty)$ such that $M \subset$ int $W_{1} \subset$ int $W$ and any trajectory $z(t)$ corresponding to the strategy $v^{u}\left(z_{0} ; t\right)$ satisfies:

$$
\text { if } \begin{aligned}
& z_{0} \in W \text { then } \rho(z(t), M) \geqslant \gamma\left(\rho\left(z_{0}, M\right),\left|z_{0}\right|\right) \text { for } \\
& t \in\left[0, T\left(\left|z_{0}\right|\right)\right] \text { and } z\left(T\left(\left|z_{0}\right|\right)\right) \notin W,
\end{aligned}
$$

if for some $t_{1} z\left(t_{1}\right) \notin W$, then $z(t) \notin W_{1}$ for all $t \geqslant t_{1}$,
if $z\left(t_{1}\right) \in W$ then for some $t_{2} \in\left[t_{1}, t_{1}+T\left(\left|z\left(t_{1}\right)\right|\right)\right], z\left(t_{2}\right) \notin W$.
Conditions of evasion of such type as the condition (F) and a division of the right-hand side into a sum $P(z, u, v)=P_{0}(z)+f(z, u, v)$ appear in a natural way when one considers the game of evasion between two objects $x, y$ in $R^{m}$ whose motions are described by equations of different orders. Take $m=2$ and consider two objects a pursuer $x=\left(x_{1}, x_{2}\right)$ and an evader $y=\left(y_{1}, y_{2}\right)$ :

$$
\left\{\begin{array} { l } 
{ x _ { 1 } ^ { ( p _ { 1 } ) } = F _ { 1 } ( x , u ) } \\
{ x _ { 2 } ^ { ( p _ { 2 } ) } = F _ { 2 } ( x , u ) , u \in U }
\end{array} \quad \left\{\begin{array}{l}
y_{1}^{\left(q_{1}\right)}=G_{1}(y, v) \\
y_{2}^{\left(q_{2}\right)}=G_{2}(y, v), v \in V
\end{array}\right.\right.
$$

Assume that $p_{1} \leqslant p_{2}, q_{1} \leqslant q_{2}$. Consider the corresponding game in $R^{s}$ where $s=p_{1}+p_{2}+q_{1}+q_{2}:$

$$
\begin{aligned}
& z=\left(z_{1}, z_{2}, \ldots, z_{s}\right)=\left(x_{1}, \dot{x}_{1}, \ldots, x^{\left(p_{1}-1\right)}, x_{2}, \dot{x}_{2}, \ldots, x_{2}^{\left(p_{2}-1\right)}, y_{1}, \dot{y}_{1}, \ldots, y_{1}^{\left(q_{1}-1\right)},\right. \\
& y_{2}, \dot{y}_{2}, \ldots, y_{2}^{\left(q_{2}-1\right)}, \\
& M=\left\{z \in R^{s} \mid z_{1}=z_{p_{1}+p_{2}+1}, z_{p_{1}+1}=z_{p_{1}+p_{2}+q_{1}+1}\right\} \\
& \dot{z}=P_{0}(z)+f(z, u, v) \text { where } \\
& P_{0}(z)=\left(z_{2}, z_{3}, \ldots, z_{p_{1}}, 0, z_{p_{1}+2}, \ldots, z_{p_{1}+p_{2}}, 0, z_{p_{1}+p_{2}+2}, \ldots,\right. \\
& \left.z_{p_{1}+p_{2}+q_{1}}, 0, z_{p_{1}+p_{2}+2}, \ldots, z_{s}, 0\right) \\
& f(z, u, v)=\left(0, \ldots, 0, F_{1}(z, u), 0, \ldots, 0, F_{2}(z, u), 0, \ldots, 0,\right. \\
& G_{1}(z, v), 0, \ldots, 0, G_{2}(z, v) .
\end{aligned}
$$

Computing $\pi_{L} C_{r}(z) f(z, u, v), r=0, \ldots, p_{2}$ where $L=M^{\perp}$ one can check that the condition (F) takes after extracting $H(t)=\left|\begin{array}{ll}t^{q_{1-1}}, & 0 \\ 0 & , t^{q_{2-1}}\end{array}\right|$ the following forms depending on the orders $p_{1}, p_{2}, q_{1}, q_{2}$. In the case when $q_{1}<p_{1}, q_{2}<p_{2}$ it takes form:
for every $y \in R^{2}$ int co $G(y, V) \neq \varnothing$ where

$$
G(y, v)=\left(G_{1}(y, v), G_{2}(y, v)\right) ;
$$

in the case when $q_{1}<p_{1}, q_{2}=p_{2}$ :
for every $y \in R^{2}$ there exists $w_{0} \in R^{2}$ such that $w_{0}+\tilde{F}(y, U) \subset$ int co $G(y, V)$ where $\tilde{F}(y, u)=\left(0, F_{2}(y, u)\right)$; and in the case $q_{1}=p_{1}, q_{2}=p_{2}$ it takes form:
for every $y \in R^{2}$ there exists $w_{0}$ such that

$$
w_{0}+F(y, U) \subset \operatorname{int} \text { co } G(y, V) \text { where } F(y, u)=\left(F_{1}(y, u), F_{2}(y, u)\right) \text {. }
$$

The condition ( F ) is of a rather complicated form. There naturally arises the question of having some criterion which allows for a given mapping $\pi F_{p-1}(t, z, u, v)$ to conclude wheather or not it has a representation of the form (2.4) that satisfies (r) and (i). We give certain sufficient and necessary condition for the existence of such representation in the following Proposition 2.1.

Consider a mapping $G(t, z, u, v)$ of the form $G(t, z, u, v)=\sum_{i=0}^{p-1} q_{i}(z, u, v) t^{i}$ where $t \in[0, T], g_{i}(z, u, v), i=0, \ldots, p-1$, are continuous functions defined for $z \in \mathscr{U}_{\tau_{*}}, u \in U, v \in V$, taking values in $R^{2}$. Having chosen some basis in $R^{2}$ we shall denote for any function $g(z, u, v), g(z, u, v) \in R^{2}$, by $\left|\begin{array}{l}g^{1}(z, u, v) \\ g^{2}(z, u, v)\end{array}\right|$ or for simplicity by $\left|\begin{array}{l}g^{1} \\ g^{2}\end{array}\right|$ its components.

Proposition 2.1. There exists a representation of the mapping $G(t, z, u, v)$ of the form

$$
\begin{equation*}
G(t, z, u, v)=H(t) \sum_{i=0}^{p-1} \psi_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{t}+\sum_{i=0}^{p-1} \beta_{i} t^{i}+R\left(t^{p}\right) \tag{2.6}
\end{equation*}
$$

satisfying (r) and (i) iff there exists a basis in $R^{2}$ such that for some integers $l, m, 0 \leqslant$ $\leqslant l \leqslant p-1,0 \leqslant m \leqslant p-l-1$, and some numbers $a_{1}, \ldots, a_{m}$ the mapping $G(t, z, u, v)$ takes the following form:

$$
\begin{equation*}
G(t, z, u, v)=t^{l} \sum_{i=0}^{p-1-l} f_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \beta_{i} t^{i} \tag{2.7}
\end{equation*}
$$

where $f_{i}(z, u, v), i=0, \ldots, p-1-l$, are continuous functions such that $f_{0}^{2}=0, f_{i}^{2}=a_{i} f_{0}^{1}+$ $+a_{i-1} f_{1}^{1}+\ldots+a_{1} f_{i-1}^{1}$ for $i=1, \ldots, m-1, f_{m}^{2}=f^{*}+a_{m} f_{0}^{1}+\ldots+a_{1} f_{m-1}^{1}, \alpha_{i}(z, u, v)$, $\beta_{i}, i=0, \ldots, p-1$ are as it is required in (r) and $\psi_{0}(z, u, v)=\left|\begin{array}{l}f_{0}^{1}(z, u, v) \\ f^{*}(z, u, v)\end{array}\right|$ satisfies (i). Proof. We prove the necessity first. We can assume that $\alpha_{i}(z, u, v)=0, \beta_{i}=0$, otherwise we consider $\widetilde{G}(t, z, u, v)=G(t, z, u, v)-\sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}-\sum_{i=0}^{p-1} \beta_{i} t^{i}$. Thus we have:

$$
G(t, z, u, v)=H(t) \sum_{i=0}^{p-1} \psi_{i}(z, u, v)+R\left(t^{p}\right)
$$

Denote the indices of $H(t)$ by $l, l+m$. Then for any basis in $R^{2}$ we have

$$
H(t)=A(t)\left|\begin{array}{l}
t^{l}, 0 \\
0, t^{l+m}
\end{array}\right| B(t)
$$

for some analytical, non-singular matrix-functions $A(t)=\sum_{i=0}^{\infty} A_{i} t^{i}, B(t)=\sum_{i=0}^{\infty} B_{i} t^{i}$. Choose such a basis that $A^{-1}(t)$ which is also analytical is of the form: $A^{-1}(t)=$ $=I+C_{1} t+C_{2} t^{2}+\ldots$. Next notice that we can assume that $B(t) \equiv I$ otherwise we replace $\psi_{i}(z, u, v)$ by $\tilde{\psi}_{i}(z, u, v)=\sum_{j=0}^{i} B_{j} \psi_{i-j}(z, u, v), i=0, \ldots, p-1$, which have the same properties, that is, they are continuous and $\tilde{\psi}_{0}$ satisfies (i) since $B_{0}$ is non--singuler. We have then:

$$
\left(I+\sum_{i=0}^{p-1} C_{i} t^{i}\right) \sum_{i=0}^{p-1} g_{i}(z, u, v) t^{i}=t^{l}\left|\begin{array}{l}
1,0  \tag{2.8}\\
0, t^{m}
\end{array}\right| \sum_{i=0}^{p-1} \psi_{i}(z, u, v) t^{i}+R\left(t^{p}\right)
$$

Clearly $g_{i} \equiv 0$ for $i=0, \ldots, l-1$. Assume for simplicity that $l=0$. Denote by $c_{i}^{2}$ the second row of the matrix $C_{i}, i=1, \ldots, p-1$. Let $s_{i}, w_{i}$ be such that $c_{i}^{2}=\left(-s_{i},-w_{i}\right)$ for $i=1, \ldots, p-1$. The equality (2.8) gives that:

$$
\begin{gather*}
g_{0}^{1}=\psi_{0}^{1} \\
g_{0}^{2}=0 \\
g_{i}^{2}=s_{1} g_{i-1}^{1}+s_{2} g_{i-2}^{1}+\ldots+s_{i} g_{0}^{1}+w_{1} g_{i-1}^{2}+\ldots+w_{i-1} g_{1}^{2} \\
i=1, \ldots, m-1 \\
g_{m}^{2}=\psi_{0}^{2}+s_{1} g_{m-1}^{1}+\ldots+s_{m} g_{0}^{1}+w_{1} g_{m-1}^{2}+\ldots+w_{m-1} g_{1}^{2} \tag{2.9}
\end{gather*}
$$

Denote

$$
\begin{equation*}
a_{1}=s_{i}, a_{l}=s_{i}+w_{1} a_{i-1}+w_{2} a_{i-2}+\ldots+w_{i-1} a_{1}, i=2, \ldots, m . \tag{2.10}
\end{equation*}
$$

From (2.9) and (2.10) we obtain by an induction argument that:

$$
\begin{aligned}
& g_{0}^{2}=0 \\
& g_{i}^{2}=a_{1} g_{i-1}^{1}+a_{2} g_{i-2}^{1}+\ldots+a_{i} g_{0}^{1}, i=1, \ldots, m-1 \\
& g_{m}^{2}=\psi_{0}^{2}+a_{1} g_{m-1}^{1}+a_{2} g_{m-2}^{1}+\ldots+a_{m} g_{0} .
\end{aligned}
$$

Therefore (2.7) holds for $f_{i}(z, u, v)=g_{i}(z, u, v), i=0, \ldots, p-1, f^{*}(z, u, v)=$ $=\psi_{0}^{2}(z, u, v), \alpha_{i}(z, u, v)=0, \beta_{i}=0, i=0, \ldots, p-1$.

In order to prove sufficiency assume (2.7) and define:

$$
C_{0}=I, C_{i}=\left|\begin{array}{rr}
0, & 0 \\
-a_{i}, & 0
\end{array}\right| \text { for } i=1, \ldots, m, C(t)=\sum_{i=0}^{m} C_{i} t^{i}
$$

Then:

$$
C(t) \cdot t^{p} \sum_{i=0}^{p-l-1} f_{i}(z, u, v) t^{i}=t^{l} \sum_{i=0}^{p-l-1} \tilde{\psi}_{i}(z, u, v) t^{i}+R\left(t^{p}\right)
$$

where

$$
\begin{aligned}
& \tilde{\psi}_{0}=\left|\begin{array}{c}
f_{0}^{1} \\
0
\end{array}\right|, \tilde{\psi}_{i}=\left|\begin{array}{c}
f_{i}^{1} \\
0
\end{array}\right|, i=0, \ldots, m-1, \tilde{\psi}_{m}=\left|\begin{array}{l}
f_{m}^{1} \\
f^{*}
\end{array}\right| \\
& \tilde{\psi}_{i}=\left|\begin{array}{l}
f_{i}^{1} \\
f_{1}^{2}-\sum_{j=1}^{m} a_{j} f_{i-j}
\end{array}\right| i=m+1, \ldots, p-l-1
\end{aligned}
$$

Therefore (2.7) gives that

$$
\begin{aligned}
& G(t, z, u, v)=C^{-1}(t)\left|\begin{array}{l}
t^{l}, 0 \\
0, t^{l+m}
\end{array}\right| \sum_{i=0}^{p-1} \psi_{i}(z, u, v) t^{i}+R\left(t^{p}\right)+ \\
& \quad+\sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}+\sum_{i=0}^{p-1} \beta_{i} t^{i}
\end{aligned}
$$

where $\psi_{0}(z, u, v)=\left|\begin{array}{l}f_{0}^{1}(z, u, v) \\ f^{*}(z, u, v)\end{array}\right|$; that is $G(t, z, u, v)$ is of the form (2.6) if we put $H(t)=C^{-1}(t)\left|\begin{array}{l}t^{l}, 0 \\ 0, t^{l+m}\end{array}\right|$.

Following [2] we might take in the condition (F) a $k$-dimensional subspace $L\left(z_{\%}\right), k \geqslant 2$, and consider representations of the mapping $\pi_{\tilde{L}} F_{p-1}(t, z, u, v)$ of the form (2.4) such that (i), holds with respect to $R^{k}$; that is the set $\bigcap_{u \in U} \operatorname{co} \psi_{0}\left(z_{*}, u, V\right)$ contains an interior point with respect to $R^{k}$. This however would not make the condition (F) more general since the following:

Proposition 2.2. If there exists a $k$-dimensional subspace $\tilde{L}, k \geqslant 2$, orthogonal to $M$ such that the mapping $\pi_{\tilde{L}} F_{p-1}(t, z, u, v)$ can be represented in the form (2.4) in such a way that (r) and (i) hold then there exists a two-dimensional subspace $L$ orthogonal to $M$ such that the mapping $\pi_{L} F_{p-1}(t, z, u, v)$ has a representation of the form (2.4) which satisfies (r) and (i).

Proof. Take the representation of the mapping $\pi_{L} F_{p-1}(t, z, u, v)$ and write $H(t)$ in the form

$$
H(t)=A(t)\left|\begin{array}{cc}
t^{l_{1}} & 0 \\
\bullet & \\
0 & t^{l_{k}}
\end{array}\right| B(t)
$$

We assume as before that $B(t) \equiv I$. Denote $A^{-1}(t)=\sum_{i=0}^{\infty} D_{i} t^{i}, C(t)=A^{-1}(t) \times$ $\times D_{0}^{-1}=I+\sum_{i=1}^{\infty} C_{i} t^{i}$. We have :

$$
\begin{aligned}
C(t) D_{0} \pi_{L} F_{p-1}(t, z, u, v)= & \left|\begin{array}{cc}
t^{l_{1}} & 0 \\
\ddots & . \\
0 & t_{k}
\end{array}\right| \sum_{i=0}^{p-1} \psi_{i}(z, u, v) t^{i}+ \\
& +C(t) D_{0} \sum_{i=0}^{p-1} \alpha_{i}(z, u, v) t^{i}+C(t) D_{0} \sum_{i=0}^{p-1} \beta_{i} t^{i}+R\left(t^{p}\right)
\end{aligned}
$$

where $\psi_{0}(z, u, v)$ satisfies (i) with respect to $R^{k}$. Let $\pi_{2}$ denotes the orthogonal projection onto the subspace $R^{2}=\left\{x \in R^{n} \mid x_{3}=\ldots=x=0\right\}$. We shall show that $\pi_{2} D_{0} \pi_{L} F_{p-1}(t, z, u, v)$ satisfies the condition (2.7) and hence has a representation of the form (2.6) in $R^{2}$ for which (i) and (r) hold. We can assume that $\alpha_{i}(z, u, v)=0$, $\beta_{i}=0, i=0, \ldots, p-1$, otherwise we consider $\pi_{2}\left(D_{0} \pi_{L} F_{p-1}(t, z, u, v)-D_{0} \sum_{i=0}^{p-1} \alpha_{i} \times\right.$ $\left.\times(z, u, v) t^{i} D_{0} \sum_{i=0}^{p-1} \beta_{i} t^{i}\right)$. Therefore we have

$$
\left(I+\sum_{i=0}^{p-1} C_{i} t^{i}\right) D_{0} \pi_{L} F_{p-1}(t, z, u, v)=\left|\begin{array}{c}
t^{l_{1}}  \tag{2.11}\\
\bullet \\
\cdot \\
0 t^{l_{k}}
\end{array}\right| \sum_{i=0}^{p-1} \psi_{i}(z, u, v) t^{i}+R\left(t^{p}\right)
$$

## Denote

$$
\begin{gathered}
D_{0} \pi_{L} F_{p-1}(t, z, u, v)=\sum_{i=0}^{p-1} g_{i}(z, u, v) t^{i}, \\
g_{i}=\left|\begin{array}{c}
g_{i}^{1} \\
\tilde{g}_{i}^{2}
\end{array}\right|, \quad g_{i}^{2}=\left|\begin{array}{c}
g_{i}^{2} \\
\vdots \\
g_{i}^{k}
\end{array}\right|, i=0, \ldots, p-1, \\
C_{i}=\left|\begin{array}{c}
c_{1,1}^{i}, \ldots, c_{1, k}^{i} \\
\vdots \\
c_{k, 1}^{i}, \ldots, c_{k, k}^{i}
\end{array}\right|, \quad-\tilde{s}_{l}=\left|\begin{array}{c}
c_{2,1}^{i} \\
\vdots \\
c_{k, 1}^{i}
\end{array}\right|, \\
\tilde{w}_{t}=\left|\begin{array}{l}
c_{2,2}^{i}, \ldots, c_{2, k}^{i} \\
\vdots \\
c_{k, 2}^{i}, \ldots, c_{k, k}^{i}
\end{array}\right|, i=1, \ldots, p-1 .
\end{gathered}
$$

Then (2.11) gives for $l=l_{1}, m=l_{2}-l_{1}$ the following equalities

$$
\begin{gather*}
g_{i}=0, i=0, \ldots, l-1, g_{l}^{1}=\psi_{0}^{1}, \tilde{g}_{l}^{2}=0, \\
\tilde{g}_{l+i}^{2}=\sum_{j=1}^{i} \tilde{s}_{j} g_{l+i-j}^{1}+\sum_{j=1}^{i-1} \tilde{w}_{j} \tilde{g}_{l+i-j}^{2}, i=1, \ldots, m-1, \\
\tilde{g}_{m}^{2}=\tilde{g}^{*}+\sum_{j=1}^{m} \tilde{s}_{j} g_{l+m-j}^{1}+\sum_{j=1}^{m-1} \tilde{w}_{j} \tilde{g}_{l+m-j}^{2} \tag{2.12}
\end{gather*}
$$

where $\tilde{g}^{*}$ is such that its first component is equal to $\psi_{0}^{2}$.
Similarily as in the proof of Proposition 2.1 we obtain from (2.12) that for some vectors $\tilde{a}_{1}, \ldots, \tilde{a}_{m} \in R^{k-1}$ the following equalities hold:

$$
\begin{aligned}
\tilde{g}_{l}^{2}=0, \tilde{g}_{l+i}^{2} & =\sum_{j=1}^{i} \tilde{a}_{j} g_{l+i-j}^{1}, i=1, \ldots, m-1, \\
\tilde{g}_{l+m}^{2} & =\tilde{g}^{*}+\sum_{j=1}^{m} \tilde{a}_{j} g_{l+m-j} .
\end{aligned}
$$

This implies that $\pi_{2} D_{0} \pi_{\tilde{L}} F_{p-1}(t, z, u, v)$ satisfies the condition from Proposition 2.1, thus has a required representation. Denote $K=\pi_{2} D_{0} \pi_{\tilde{L}}$. Take a non--singular mapping $B$ such that $B(\operatorname{Im} K)=(\operatorname{ker} K)^{\perp}$ where the latter denotes the orthogonal complement of the kernel of the mapping $K$. Next take a non-singular mapping $\bar{B}$ such that $\left.\bar{B}\right|_{(\operatorname{ker} \tilde{K})^{\perp}}=\left(\left.B K\right|_{(\operatorname{ker} K)^{1}}\right)^{-1}$ that is its restriction to $(\operatorname{ker} K)^{\perp}$ is inverse to the restriction of $B K$. Then $\bar{B} B K$ is the orthogonal projection of $R^{n}$ onto the two-dimensional subspace $L=(\operatorname{ker} K)^{\perp}$ which is orthogonal to $M$. Let $\overline{\bar{B}}$ be an isometric mapping which maps $L$ onto $R^{2}$. Take $\pi_{L}=\bar{B} \bar{B} B K$. Then $\pi_{L} F_{p-1} \times(t, z, u, v)$ has a required representation as $K F_{p-1}(t, z, u, v)$ has it and $\bar{B} \bar{B} B$ is a non-singular mapping from $R^{2}$ into $R^{2}$. This completes the proof of Proposition 2.2.

Remark. The condition of evasion $(\mathrm{F})$ is a generalization of the condition of evasion given in [2] for a linear game. It may not be immediately seen however, since they are formulated in different ways. There is considered in [2] the commutative ring of all locally integrable functions on the interval $[0,+\infty)$ with the multiplication defined as the convolution; that is

$$
x(t) * y(t)=\int_{0}^{t} x(t-\tau) y(\tau) d \tau,
$$

Let $S$ denotes the function identically equal to one; that is, $S * x(t)=\int_{0}^{t} x(\tau) d \tau$. The ring is extended to a ring in which the element $S$ has an inverse element $S^{-1}=D$. There are defined next entire elements over the extended ring; that is, the elements of the form

$$
x=\hat{\lambda}_{0}+S * \hat{\lambda}_{1}+S^{2} * \hat{\lambda}_{2}+\ldots,
$$

where $S * \hat{\lambda}_{1}+S^{2} * \hat{\lambda}_{2}+\ldots=\lambda_{1}+t \lambda_{2}+\frac{t^{2}}{2!} \lambda_{3}+\ldots$ is an entire function of $t$. All powers here are understood in the sens of the convolution, $\hat{\lambda}_{i}$ are so called constants of the ring and they are defined by $\hat{\lambda}=D * \lambda$ where $\lambda$ is a real constant. Similarily there are defined entire matrices as $H(S)=\hat{H}_{0}+\hat{H}_{1} * S+\hat{H}_{2} * S^{2}+\ldots$, where $\hat{H}_{i}$ are matrices of constant elements of the ring and then the determinant det $H(S)$ which is defined in the usual formal way where multiplication is understood as the convolution. The part of the trajectory of the linear game $\dot{z}=C z+f(u, v)$ which depends on controls takes in terms of the entire elements the following form:

$$
S * R(S) * f(u, v) \text { where } R(S)=\hat{I}+\hat{C} * S+\hat{C}^{2} * S^{2}+\ldots .
$$

It is projected into a $k$-dimensional subspace $L$ orthogonal to $M$ and the following representations are considered

$$
\begin{equation*}
\hat{\pi}_{L} * R(S) * f(u, v)=H(S)\left(\psi_{0}(u, v)+\psi_{1}(u, v) * S+\psi_{2}(u, v) * S^{2}+\ldots\right)+\beta(t) \tag{2.13}
\end{equation*}
$$

where $\beta(t)=\sum_{i=0}^{\infty} \beta_{i} \frac{t^{i}}{i!}$ is an entire function, $H(S)$ is an entire $k \times k$-matrix such that $\operatorname{det}^{*} H(S) \neq 0$. The latter implies that

$$
H(S)=\left(\hat{A}_{0}+\hat{A}_{1} * S+\ldots\right)\left|\begin{array}{c}
S^{l_{1}} 0 \\
\ddots \\
0 \dot{S}^{l_{k}}
\end{array}\right|\left(\hat{B}_{0}+\hat{B}_{1} * S+\ldots\right)
$$

where $\operatorname{det}^{*} \hat{A}_{0} \neq 0$, $\operatorname{det}^{*} \hat{B}_{0} \neq 0, l_{1}, \ldots, l_{k}$ are integers such that $0 \leqslant l_{1} \leqslant \ldots \leqslant l_{k}$. Denote $l_{k}=p-1$. The representation (2.13) gives a representation of the form (2.4) in the following way. (2.13) implies that

$$
\begin{align*}
& \hat{\pi}_{L} * f(u, v)+\widetilde{\pi_{L} C} * f(u, v) * S+\ldots+\widetilde{\pi_{L} C^{p-1}} * S^{p-1} * f(u, v)= \\
& =\left(\hat{A}_{0}+\hat{A}_{1} * S+\ldots \hat{A}_{p-1} * S^{p-1} *\left|\begin{array}{cc}
l_{1} & 0 \\
S & 0 \\
\ddots & S^{p-1}
\end{array}\right| *\left(\hat{B}_{0}+\hat{B}_{1} * S+\ldots+\right.\right. \\
& \left.+\hat{B}_{p-1} * S^{p-1}\right)\left(\psi_{0}(u, v)+\ldots+\psi_{p-1}(u, v) * S^{p-1}\right)+\beta_{1}+\beta_{2} * S+\ldots+ \\
& +\beta_{p-1} * S^{p-1}+R\left(S^{p}\right) \tag{2.14}
\end{align*}
$$

where $R\left(S^{p}\right)$ is of the form $R\left(S^{p}\right)=S^{p_{*}}\left(\varphi(u, v)+\ldots+S_{*}^{r} \varphi_{r}(u, v)\right)$ for some $r$ and some functions $\varphi_{i}(u, v)$. Two entire elements are equal if their corresponding coefficients are equal. We compare the coefficients of the both sides of (2.14) and deduce that:

$$
\pi_{L} F_{p-1}(t, z, u, v)=\pi_{L} f(u, v)+\pi_{L} C f(u, v) t+\ldots+\pi_{L} C^{p-1} f(u, v) t^{p-1}=
$$

$$
\begin{aligned}
= & \left(A_{0}+A_{1} t+\ldots+A_{p-1} t^{p-1}\right)\left|\begin{array}{cc}
t^{l_{1}} & 0 \\
\ddots & \ddots \\
0 & t^{p-1}
\end{array}\right|\left(B_{0}+B_{1} t+\ldots+B_{p-1} t^{p-1}\right) \times \\
& \times\left(\psi_{0}(u, v)+\psi_{1}(u, v) t+\ldots+\psi_{p-1}(u, v) t^{p-1}+\sum_{i=0}^{p-1} \beta_{i} t^{i}+R\left(t^{p}\right),\right.
\end{aligned}
$$

$\operatorname{det} A_{0} \neq 0$, $\operatorname{det} B_{0} \neq 0$ thus

$$
H(t)=\left(A_{0}+A_{1} t+\ldots+A_{p-1} t^{p-1}\right)\left|\begin{array}{cc}
t_{1}^{l_{1}} & 0 \\
\ddots & \\
0 & t^{p-1}
\end{array}\right|\left(B_{0}+B_{1} t+\ldots+B_{p-1} t^{p-1}\right)
$$

is as it is required in (r). Therefore we have obtained a representation of the form (2.4). The game considered in [2] is described by a linear equation of higher order. However, it may by transformed to an equation of the first order in a higher dimension and if the condition of evasion holds for the equation of higher order than it holds also for the corresponding equation of the first order. Therefore our sufficient condition of evasion is a generalization of that from [2].
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## Warunek wystarczający ucieczki w grze nieliniowej. Cz. 1.

Rozpatrzono nieliniową grę różniczkową ucieczki. Podano warunek, przy którym dla każdego stanu początkowego gry można skonstruować strategię ucieczki, tzn. strategię zapewniająca, że trajektoria gry pozostanie przez cały czas poza pewną ustaloną podprzestrzenią skończoną. Podany tu warunek wystarczający dla ucieczki jest uogólnieniem warunku z pracy [2].

## Достатичное условие убегания в нелинейной игре (Часть I)

Рассматривается нелинейная дифференциальная игра убегания. Представлено условие при котором для каждого начального состояния игры можно построить стратегию убегания, т.е. стратегию обеспечивающую то, что траектория игры останется в течение всего времени вне некоторого терминального подпространства. Представленное здесь достаточное условие убегания является обобщением условия из [2].
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## 4. Nearly convex multifunctions

We introduce a class of multifunctions for which the above approximation results yield especially important outcomes.

Let $X$ and $Y$ be normed spaces. We say that a multifunction $\Gamma: Y \rightarrow 2^{X}$ is nearly convex that at $\left(x_{0}, y_{0}\right)$, if firstly there is a ball $B=B\left(x_{0}, \varepsilon\right) \times B\left(y_{0}, \eta\right)$ and a family of convex, closed multifunction $\left\{\Lambda_{(x, y)}\right\},(x, y) \in B \cap G(\Gamma), \Lambda_{(x, y)}: Y \rightarrow 2^{X} .(x, y) \in$ $\in G\left(\Lambda_{(x, y)}\right)$ such that there is $p_{0}>0$ with $\Lambda_{\left(x_{0}, z_{0}\right)} x \neq \varnothing$ for $x \in B\left(x_{0}, p_{0}\right)$ and such that $p<p_{0}$ for each $\xi>0$ there is a neighbourhood $W$ of $\left(x_{0}, y_{0}\right)$ so that for $(x, y) \in W$

$$
\begin{equation*}
B\left(\Lambda_{(x, y)}^{-1} B\left(x_{0}, p\right), \xi\right) \supset \Lambda B_{\left(x_{0}, y_{0}\right)}^{-1}\left(x_{0}, p\right) \tag{4.1}
\end{equation*}
$$

and secondly for each $\vartheta>0$ there are numbers $r_{0}>0, \alpha>\vartheta, \varepsilon_{1}>0, \eta_{1}>0$, such that for all. $(x, y) \in G(\Gamma) \cap B_{1}\left(=B\left(x_{0}, \varepsilon_{1}\right) \times B\left(y_{0}, \eta_{1}\right)\right)$ and all $r<r_{0}$

$$
\begin{equation*}
B\left(\Gamma^{-1} B(x, r), \vartheta r\right) \supset \Lambda_{(x, y)}^{-1} B(x, r) \cap B(y, \alpha r) . \tag{4.2}
\end{equation*}
$$

$\Gamma$ is called almost convex, if the second condition is replaced by the weaker one: there are numbers $r_{0}>0, \alpha \vartheta>0$ such that for all $(x, y) \in G(\Gamma) \cap B_{p}$ (4.2) holds.

In both the above cases we shall call $\Lambda_{(x, z)}$ a derivative of $\Gamma$.
4.1. Remark. Rolewicz [29] introduces a notion of the image continuity. Let $\left\{C_{t}\right\}_{t \in T}$ be a family of continuous linear operators, $C_{t}: X \rightarrow Y(X, Y$ are Banach spaces, $T$ is a metric space). We say that $\left\{C_{t}\right\}_{t \in T}$ is image continuous at $t_{0}$ if there is a closed ball $U$ such that for each $\xi>0$ there is a neighbourhood $W$ of $t_{0}$ such that for $t \in W$

$$
\begin{equation*}
B\left(C_{t} U, \xi\right) \supset C_{t_{0}} U, B\left(C_{t_{0}} U, \xi\right) \supset C_{t} U . \tag{4.3}
\end{equation*}
$$

It is then natural to talk about the image lower (Hausdorff) semicontinuity if the first relation holds.

We observe that formula (4.1) generalizes this definition to arbitrary multifunctions ( $C_{t}$ in (4.3) defines the multifunction $\Delta_{t} y=\left\{x: C_{t} x=y\right\}$ ).

Certainly, if $\left\{C_{t}\right\}$ is continuous in the operator norm topology, then (4.3) is verified.

In fact, on assuming the operator norm continuity

$$
\begin{equation*}
\left.\operatorname{dist}\left(C_{t} \overline{B(0,1)}, C_{t_{0}} \overline{B(0,1}\right)\right) \leqslant \sup _{\|x\| \leqslant 1}\left\|C_{t} x-C_{t_{0}} x\right\|=\left\|C_{t}-C_{t_{0}}\right\| \tag{4.4}
\end{equation*}
$$

and setting $U=\overline{B(0,1)}$ we obtain (4.3).
4.2. Example. A closed convex multifunction is nearly convex at each $\left(x_{0}, y_{0}\right) \in$ $\in G(\Gamma)$. The family $\{\Gamma\}_{(x, z) \in G(\Gamma)}$ is its derivative.
4.3. Example. Nearly convex multifunctions generalize a notion of continuously Fréchet defferentiable mappings $F: X \rightarrow Y, X, Y$ Banach spaces. To show this define $\Gamma y=F^{-1}(y)$ and set $\Lambda_{(x, F(x))} y=\left\{v: F(x)+F^{\prime}\left(x_{0}\right)(v-x)=y\right\}$. Since the graph $G\left(\Lambda_{(x, F(x))}\right)$ is equal to $\left(0,-F(x)+F^{\prime}\left(x_{0}\right) x\right)+G\left(F^{\prime}\left(x_{0}\right)\right)$ the continuity of $F$ around $x_{0}(4.1)$ around $\left(x_{0}, F\left(x_{0}\right)\right)$.

Take an arbitrary $\vartheta>0$. Since the derivative $F^{\prime}(\cdot)$ is continuous in a neighbourhood of $x_{0}$ (in the operator norm topology) there is $\varepsilon_{1}>0$ and $r_{0}>0$ such that for $x \in B\left(x_{0}, \varepsilon_{1}\right)$ and for $v \in B\left(x, r_{0}\right)$ we have - in virtue of the mean value theorem (see Ioffe-Tikhomirov [17] p. 38)

$$
\begin{equation*}
\left\|F(v)-F(x)-F^{\prime}\left(x_{0}\right)(v-x)\right\| \leqslant \vartheta\|v-x\| \tag{4.5}
\end{equation*}
$$

or in terms of the Hausdorff distance

$$
\begin{equation*}
B\left(\Gamma^{-1} v, \vartheta\|v-x\|\right) \supset \Lambda_{(x, F(x))}^{-1} v \tag{4.6}
\end{equation*}
$$

which implies (4.2).
4.4. Example. A nearly convex multifunction may admit several derivatives. Consider again a continuously Fréchet differentiable mapping $F$ and its associated multifunction $\Gamma y=F^{-1}(y)$. Now let $\Lambda_{(x, F(x))} y=\left\{v: F(x)+F^{\prime}(x)(v-x)=y\right\}$. From the assumptions that $F^{\prime}(\cdot)$ is continuous in the operator norm topology it follows that (Kato [45] p. 258) it is continuous in the sense of the following metric $\hat{d}$ (defined on the set of subspaces of $X \times Y)$. Let $M, N$ be subspaces of $X \times Y$. Put $d(M, N)=$ $=\sup \operatorname{dist}\left(u, S_{N}\right)$, where $S_{M}$ and $S_{N}$ are unit spheres in $M$ and $N$ respectively. $u \in S_{M}$
Set $\hat{d}(M, N)=\max (d(M, N), d(N, M))$. This is equivalent to Hausdorff metric restricted to the unit ball provided that the sets involved are subspaces. Thus (4.1) holds.

The mean value theorem gives now a formula similar to (4.5): for each $\vartheta>0$ there are $\varepsilon_{1}>0$ and $r_{0}>0$ so that for $x \in B\left(x_{0}, \varepsilon_{1}\right)$ and $w \in B\left(x, r_{0}\right)$

$$
\begin{equation*}
\left\|F(w)-F(x)-F^{\prime}(x)(w-x)\right\| \leqslant \vartheta\|w-x\| \tag{4.7}
\end{equation*}
$$

which implies (4.6) and (4.2).
4.5. Example. Let $F$ be continuously Fréchet differentiable at $x_{0}$ and let $G \subset X$ and $K \subset Y$ be closed convex sets. The multifunction $\Gamma, \Gamma y=\{x \in G: F(x) \in y+K\}$ is nearly convex at $\left(x_{0}, y_{0}\right)$ for $y_{0} \in \Gamma^{-1} x_{0}=F\left(x_{0}\right)-K$.

For any $y \in F(x)-K$ define $\Lambda_{(x, y)} z=\left\{v \in G: F(x)+F^{\prime}\left(x_{0}\right)(v-x) \in z+K\right\}$. (4.1) follows as in Example 4.3.

The checking of (4.2) goes very much the same as in Evample 4.3 starting by formula (4.5). For $v \in B\left(x, r_{0}\right) \cap G, \Lambda_{(x, y)}^{-1} v=F(x)+F^{\prime}\left(x_{0}\right)(v-x)+K$ and $\Gamma v=$ $=F(v)+K$, hence (4.6) and consequently (4.2) are valid.

## 5. Semicontinuity of nearly convex multifunctions

Let us begin by an auxiliary result
5.1. Lemma. Let $X$ and $Y$ be normed spaces and let $T$ be a topological space. We are given a family $\{\Lambda(t)\}_{t \in T}$ of closed convex multifunctions: $\Lambda(t): Y \rightarrow 2^{X}$, such that there is $p_{0}$ so that for $0<p<p_{0}$ for each $\xi>0$ we can find a neighbourhood $W$ of $t_{0}$ so that $B\left(\Lambda(t)^{-1} B\left(x_{0}, p\right), \zeta\right) \supset \Lambda\left(t_{0}\right)^{-1} B\left(x_{0}, p\right)$. Suppose that there are $t_{0} \in T, x_{0} \in X, y_{0} \in Y$ and numbers $r_{0}>0, s_{0}>0$ such that

$$
\begin{equation*}
\overline{A\left(t_{0}\right)^{-1} B\left(x_{0}, r_{0}\right)} \supset B\left(y_{0}, s_{0}\right) . \tag{5.1}
\end{equation*}
$$

Then for any $s_{1}<s_{0}, r_{1}>r_{0}$ there are numbers $\varepsilon>0, \eta>0$ and a neighbourhood $W$ of $t_{0}$, such that for $t \in<$ and for $r<r_{1}$

$$
\begin{equation*}
\overline{A(t)^{-1} B(x, r)} \supset B\left(y, \frac{r s_{1}}{r_{1}}\right) \tag{5.2}
\end{equation*}
$$

for $x \in B\left(x_{0}, \varepsilon\right)$ and $y \in \Lambda(t)^{-1} x \cap B\left(y_{0}, \eta\right)$.
Proof. Choose positive numbers $\varepsilon, \eta, \xi$ such that $s_{1}+\eta+\xi<s_{0}$ and $r_{0}+\varepsilon<r_{1}$.
Let $x \in B\left(x_{0}, \varepsilon\right), y \in \Lambda(t)^{-1} x \cap B\left(y_{0}, \eta\right)$. Then

$$
\Lambda(t)^{-1} B\left(x, r_{0}+\varepsilon\right) \supset \Lambda(t)^{-1} B\left(x_{0}, r_{0}\right) .
$$

On the other hand, $B\left(\Lambda(t)^{-1} B\left(x_{0}, r_{0}\right), \xi\right) \supset \Lambda\left(t_{0}\right)^{-1} B\left(x_{0}, r_{0}\right)$, if $r_{0}<p_{0}$ and for $t \in W$, where $W$ corresponds to $\xi$. Therefore, on using (5.1) we obtain

$$
\overline{A(t)^{-1} B\left(x, r_{0}+\varepsilon\right)}+\overline{B(0, \zeta)} \supset y_{0}+\overline{B\left(0, s_{0}\right)} \supset y+\overline{B\left(0, s_{0}-\eta\right)} .
$$

By the Rådström cancellation theorem [53]

$$
\overline{\Lambda(t)^{-1} B\left(x, r_{0}+\varepsilon\right)} \supset \overline{B\left(y, s_{0}-\eta-\zeta\right)} .
$$

Now let $0 \leqslant \lambda \leqslant 1$. Because $G(\Lambda(t))$ is convex we have (see Robinson [26])

$$
\begin{align*}
& \overline{A(t)^{-1} B\left(x, \lambda\left(r_{0}+\varepsilon\right)\right)}=\overline{\Lambda(t)^{-1}\left(\lambda\left(B\left(x, r_{0}+\varepsilon\right)+(1-\lambda) x\right)\right)} \supset \\
& \quad \overline{\lambda A(t)^{-1} B\left(x, r_{0}+\varepsilon\right)}+(1-\lambda) y \supset \\
& \supset \lambda \overline{B\left(y, s_{0}-\eta-\zeta\right)}+(1-\lambda) y=\overline{B\left(y, \lambda\left(s_{0}-\eta-\zeta\right)\right)} \tag{5.3}
\end{align*}
$$

that is, for $r<r_{1}, \overline{\Lambda(t)^{-1} B(x, r)} \supset B\left(y, r \frac{s_{0}-\eta-\zeta}{r_{0}+\varepsilon}\right)$.

We say that a multifunction $\Gamma: Y \rightarrow 2^{X}$ is (locally) controllable at $y_{0}$, whenever $y_{0}$ is an interior point of $\Gamma^{-1} X$.
5.2. Theorem. Let $Y$ be Banach space, let $\Gamma: Y \rightarrow 2^{X}$ be nearly convex at $\left(x_{0}, y_{0}\right)$ and let $\Lambda_{(x, y)}$ be one of its derivatives.

If $\Lambda_{\left(x_{0}, y_{0}\right)}$ is locally controllable at $y_{0}$, then $\Gamma$ is $\delta$-u.H.s.c. linearly and unformly at $\left(x_{0}, y_{0}\right)$.
5.3. Theorem. Let $Y$ be Banach space and let $\Gamma$ be a closed convex multifunction.

If $\Gamma$ is locally controllable at $y_{0}$, then it is locally u.H.s.c. at $\left(x_{0}, y_{0}\right)$ for each $x_{0} \in \Gamma y_{0}$ (linearly, uniformly with arbitrarily small balls taken for $Q$ ).
5.4. Remark. The former theorem shows how a relatively weak property of an approximating family $\Lambda_{(x, y)}$ induces a much stronger property of the approximated multifunction. In the latter, the weak property of a multifunction implies another stronger property of that very same multifunction. Although the conclusion of the latter theorem is stronger than that of the former, Theorem 5.3 . should be viewed as that special case, when a multifunction constitutes its own approximation.

Proof of Theorems 5.2 and 5.3. If a convex multifunction $\Lambda$ is locally controllable at $y_{0}: \Lambda^{-1} X \supset B\left(y_{0}, t\right)$, then in view of the Baire theorem (see for instance [41]) for each $x_{0} \in \Lambda y_{0}$ there are numbers $r_{1}>0, s_{1}>0$ and $B\left(y_{1}, s_{1}\right) \subset B\left(y_{0}, t\right)$ such that $\overline{\Lambda^{-1} B\left(x_{0}, r_{1}\right)} \supset B\left(y_{1}, s_{1}\right) . B\left(2 y_{0}-y_{1}, s_{1}\right)$ is a subset of $\Lambda^{-1} X$ and the Baire theorem gives $\overline{\Lambda^{-1} B\left(x_{0}, r_{2}\right)} \supset B\left(y_{2}, s_{2}\right)$ for some $B\left(y_{2}, s_{2}\right) \subset B\left(2 y_{0}-y_{1}, s_{1}\right)$. Using now the convexity of $\Lambda$ we obtain that $\overline{\Lambda^{-1} B\left(x_{0}, r_{0}\right)} \supset B\left(y_{0}, s_{0}\right)$ for some $r_{0}>0, s_{0}>0$.

Therefore according to Lemma 5.1 the local controllability at $y_{0}$ implies

$$
\begin{equation*}
\overline{\Lambda_{(x, y)}^{-1} B(x, r)} \supset B\left(y, \alpha_{1} r\right) \tag{5.4}
\end{equation*}
$$

where $\alpha_{1}>0$ is a universal constant for all $x \in B\left(x_{0}, \varepsilon_{1}\right)$ and $y \in \Gamma^{-1} x \cap B\left(y_{0}, \eta_{1}\right)$ for some $0<\varepsilon_{1} \leqslant \varepsilon$ and $0<\eta_{1} \leqslant \eta$.

Take a number $\vartheta<\alpha_{1}$. Since $\Gamma$ is nearly convex there are $r_{0}, \varepsilon_{1}, \eta_{1}$ and $\alpha>\vartheta$ so that (4.2) is fulfilled and thus

$$
\begin{equation*}
B\left(\Gamma B(x, r), \vartheta_{1} r\right) \supset B\left(y,\left(\alpha \vee \alpha_{1}\right) r\right) \tag{5.5}
\end{equation*}
$$

for any $\vartheta<\vartheta_{1}<\alpha \vee \alpha_{1}$.
The assumptions of Theorem 3.2 are now satisfied with $q(r)=\left(\alpha \vee \alpha_{1}\right) r$ and $\omega(r)=\frac{\vartheta_{1}}{\alpha \vee \alpha_{1}} r$, so $\Gamma$ is $\delta$-u.H.s.c. uniformly at $\left(x_{0}, y_{0}\right)$ at $p(r) \leqslant\left(\alpha \vee \alpha_{1}-\vartheta_{1}\right) r$ and the proof of Theorem 5.2 is complete.

Since $\Gamma y_{0}$ of Theorem 5.3 is convex, $\Gamma$ is locally u.H.s.c. uniformly at ( $x_{0}, y_{0}$ ) according to Theorem 2.13 and a rate $p(r)$ may be taken less or equal to $r \cdot(\alpha \vee$ $\left.\vee \alpha_{1}-\vartheta_{1}\right) / 2$.
5.5. Theorem. Let $Y$ and $X$ be Banach space. If the multifunction $\Gamma$ is almost convex at ( $x_{0}, y_{0}$ ) and if one of its derivatives $\Lambda_{(x, z)}$ verifies (5.4) so that $\vartheta<\alpha_{1}$ ( $\vartheta$ occurs in formula (4.2)), then $\Gamma$ is $\delta$-u.H.s.c. at $\left(x_{0}, y_{0}\right)$ at linear rate.

Proof is identical as the previous proof started from (5.4).
5.6. Example. Theorem 5.3 generalizes Theorem 1 of Robinson [26]. The assumption that $y_{0}$ be a internal point of $\Gamma^{-1} X$ (i.e. such that for each $h \in Y$ there is $\lambda_{0}>0$ so that $y_{0}+\lambda h \in \Gamma^{-1} X$ for $0 \leqslant \lambda \leqslant \lambda_{0}$ ) easily implies that $y_{0}$ is an interior point, for $\Gamma^{-1} X$ is convex and $Y$ is a Banach space. The conclusion of that theorem follows from Theorem 5.3 in view of Corollary 3.3.

Theorem 2 of [26] is a special case of Corollary 3.3. formulated for convex closed multifunctions.

The Robinson formula (used also in his other works)

$$
\begin{equation*}
\operatorname{dist}(x, \Gamma y) \leqslant k \operatorname{dist}\left(y, \Gamma^{-1} x\right) \tag{5.6}
\end{equation*}
$$

has the following meaning: $B(\Gamma y, k r) \supset \Gamma B(y, r)$ for each $r$. Indeed dist $\left(y, \Gamma^{-1} x\right)<r$ is equivalent to $B(y, r) \cap \Gamma^{-1} x \neq \emptyset$ or to $x \in \Gamma B(y, r)$ and dist $(x, \Gamma y)<k r$ means that $x \in B(\Gamma y, k r)$. Adding the condition of Theorem 2 of [26] that $y \in B\left(y_{0}, \eta\right)$ we get the $\delta$-upper Hausdorff semicontinuity. We obtain the stronger local upper Hausdorff semicontinuity. A corollary of the Robinson theorems is the Banach open mapping theorem.

### 5.7. Corollary (Banach open mapping theorem)

Let be $F$ a linear continuous map of a Banach space $X$ onto a Banach space $Y$. Then the multifunction $f^{-1}: Y \rightarrow 2^{X}$ is Hausdorff continuous.

### 5.8. Corollary (Robinson [27])

Ler $F$ be a continuously Fréchet differentiable (at $x_{0}$ ) mapping from a Banach space $X$ to a Banach space $Y$, let $C$ be closed and convex subset of $X$ and let $K$ be a closed convex cone of $Y$. If

$$
\begin{equation*}
0 \in \operatorname{Int}\left\{F\left(x_{0}\right) F^{\prime}\left(x_{0}\right)^{*}\left(C-x_{0}\right)+K\right\} \tag{5.7}
\end{equation*}
$$

then is $\delta$-u.H.s.c. at $y_{0}\left(\in F x_{0}+K\right)$.
Proof. See Example 4.5 and note that the condition (5.7) means that $\Lambda$ is locally controllable at $\left(x_{0}, y_{0}\right)$.

### 5.9. Corollary (Lusternik theorem [49], [17])

Let $X, Y$ be Banach spaces, $V$ a neighbourhood of $x_{0}$ and let $F$ be a continuously Fréchet differentiable at $x_{0}$ and $F^{\prime}\left(x_{0}\right) X=Y$. Then there are a neighbourhood $V_{1} \subset V$, a number $k$ and a mapping of $U_{1}$ to $X: \xi \rightarrow x(\xi)$ such that for all $\xi \in U_{1}$

$$
\begin{gather*}
F(\xi+x(\xi))=F\left(x_{0}\right),  \tag{5.8}\\
\|x(\xi)\| \leqslant k\left\|F(\xi)-F\left(x_{0}\right)\right\| .
\end{gather*}
$$

(Consequent'y the tangent space to $\left\{x: F(x)=F\left(x_{0}\right)\right\}$ is equal to the kernel of $F^{\prime}\left(x_{0}\right)$ ).

Proof. The thesis may be reformulated: for any $x \in U_{1}$,

$$
\operatorname{dist}\left(x, F^{-1}\left(F\left(x_{0}\right)\right)\right) \leqslant k\left\|F(x)-F\left(x_{0}\right)\right\|
$$

which means the $\delta$-upper Hausdorff semicontinuity of $\Gamma$ at $\left(x_{0}, F\left(x_{0}\right)\right)$ (Example 2.14). In view of Example 4.3 the multifunction $F^{-1}$ is nearly convex at $\left(x_{0}, F\left(x_{0}\right)\right)$. The condition $F^{\prime}\left(x_{0}\right) X=Y$ means that $\left(F^{\prime}\left(x_{0}\right)\right)^{-1}$ is controllable, hence locally controllable and we are in the assumptions of Theorem 5.2.
5.10. Corollary. (Ioffe-Tikhomirov extension of the Lusternik theorem [17] p. 45)

Let $X$ and $Y$ be Banach spaces, $L$ a linear continuous operator: $X \rightarrow Y, F$ a mapping of a neighbourhood $U$ of $x_{0}$ to $Y$.

Suppose that $L X=Y$ and denote $C(L)=\left\|\tilde{L}^{-1}\right\|$, where $\tilde{L}$ is the quotient mapping of $L$. Assume that there is a number $\delta>0$ such that $\delta C(L)<1 / 2$ and

$$
\begin{equation*}
\|F(x)-F(v)-L(x-v)\| \leqslant \delta\|x-v\| \tag{5.9}
\end{equation*}
$$

for all $x, v$ from $U$. Then there is a neighbourhood $U_{1}$ and $k>0$ and a mapping of $U_{1}$ to $X: \xi \rightarrow x(\xi)$ such that (5.8) holds.

Proof. We set $\Gamma y=F^{-1}(y)$ and $\Lambda_{(x, F(x))} y=\{v: F(x)+L(v-x)=y\}$. By the assumptions

$$
\Lambda_{\left(x_{0}, F\left(x_{0}\right)\right)}^{-1} B\left(x_{0}, r\right) \supset B\left(F\left(x_{0}\right), \frac{r}{C(L)}\right)
$$

and (5.9) yields (4.2) with $\vartheta=\delta$. If $\delta C(L)<1$ then by Theorem $5.5 \Gamma$ is $\delta$-u.H.s.c. at $\left(x_{0}, y_{0}\right)$ and a linear rate may be chosen. This gives (5.8) in view of Example 2.14.
5.11. Theorem. Let $X$ and $Y$ be Banach spaces. Consider a (Fréchet) differentiable mapping $F$ of $X$ to $Y$ such that the derivative $F^{\prime}(\cdot)$ is locally Lipschitz continuous at $x_{0}$ (in the operator norm) and assume that $F^{\prime}\left(x_{0}\right) X=Y$. Then the multifunction $F^{-1}$ is locally u.H.s.c. at $\left(x_{0}, F\left(x_{0}\right)\right)$ (uniformly, linearly and for arbitrarily small balls taken for $Q$ ).
Proof. It is enough to show that $M \stackrel{\text { df }}{=} F^{-1}\left(F\left(x_{0}\right)\right)$ fulfils (2.4) of Theorem 2.12, because Theorem 5.2 may be used to obtain the $\delta$-upper Hausdorff semicontinuity.

Let $c$ be the Lipschitz constant of $F^{\prime}(\cdot)$ and let $k$ be the constant of $q(r)=k r$ (in Theorem 5.2).

Take $0<\varepsilon<\frac{1}{16 k c}$, such that $F^{\prime}(\cdot)$ is Lipschitz continuous in $B\left(x_{0}, 2 \varepsilon\right)$ and such that $F^{-1}$ is $\delta$-u.H.s.c. at a rate $k r$ at $(x, F(x)), x \in B\left(x_{0}, 2 \varepsilon\right)$.

Suppose that $x_{1} \in \overline{B\left(x_{0}, \varepsilon\right)}$ and also $x_{1} \in B(M, r)$, where $r \leqslant \frac{1}{8 k c+1}$. Let $x_{2} \in \tilde{M} \stackrel{\mathrm{df}}{=} M \cap \overline{B\left(x_{0}, \varepsilon\right)}$ satisfy $\left\|x_{1}-x_{2}\right\| \leqslant \operatorname{dist}\left(x_{1}, M\right)+r^{2}$ and such that there is $0<\zeta \leqslant r$ such that $\overline{B\left(x_{2}, \zeta\right)} \subset B\left(x_{0}, \varepsilon\right)$.

The tengent space $x_{2}+\operatorname{ker} F^{\prime}\left(x_{2}\right)$ to $M$ at $x_{0}$ is denoted by $L$ and by definition $\tilde{L}=L \cap \overline{B\left(x_{2}, \zeta\right)}$.

Let $x_{3} \in \tilde{L}$ be such that $\left\|x_{1}-x_{3}\right\| \leqslant \operatorname{dist}\left(x_{1}, \tilde{L}\right)+r^{2}$. Let $x_{4} \in M$ fulfil $\left\|x_{1}-x_{4}\right\| \leqslant r$.
By the assumptions there is $x_{5} \in L$ such that

$$
\begin{align*}
&\left\|x_{4}-x_{5}\right\| \leqslant k \| F^{\prime}\left(x_{2}\right) x_{4}-F^{\prime}\left(x_{2}\right) x_{5}\|=k\| F^{\prime}\left(x_{2}\right)\left(x_{4}-x_{2}\right) \|= \\
&=k\left\|F\left(x_{4}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{2}\right)\left(x_{4}-x_{2}\right)\right\| \leqslant \\
& \leqslant k \sup _{z \in\left[x_{4}, x_{2}\right]}\left\|F^{\prime}\left(x_{2}\right)-F^{\prime}(z)\right\|\left\|x_{4}-x_{2}\right\| \leqslant  \tag{5.10}\\
& \quad \leqslant k \cdot c\left\|x_{4}-x_{2}\right\|^{2} .
\end{align*}
$$

We have used the mean value theorem and the assumption of Lipschitz continuity of $F^{\prime}(\cdot)$.

Let $x_{6}$ denote the point of intersection of $\left[x_{1}, x_{3}\right]$ with $\left\{x:\left\|x-x_{2}\right\|-\zeta\right\}$ and let $x_{7} \in L$ fulfil

$$
\begin{equation*}
\frac{\left\|x_{1}-x_{5}\right\|}{\left\|x_{1}-x_{3}\right\|}=\frac{\left\|x_{6}-x_{7}\right\|}{\left\|x_{6}-x_{3}\right\|} . \tag{5.11}
\end{equation*}
$$

Observe that $\left\|x_{6}-x_{3}\right\| \leqslant \operatorname{dist}\left(x_{6}, \tilde{L}\right)+r^{2}$. Therefore, in view of Theorem 2.13 applied to the convex set $L$ and to the ball $\overline{B\left(x_{2}, \zeta\right)}$, the ratio (5.11) is greater or equal to 2 .

In virtue of the Lusternik theorem

$$
\begin{align*}
& \operatorname{dist}\left(x_{3}, M\right) \leqslant k\left\|F\left(x_{3}\right)-F\left(x_{2}\right)\right\|=k\left\|F\left(x_{3}\right)-F\left(x_{2}\right)-F^{\prime}\left(x_{2}\right)\left(x_{3}-x_{2}\right)\right\| \leqslant \\
& \leqslant k c \cdot\left\|x_{3}-x_{2}\right\|^{2} . \tag{5.12}
\end{align*}
$$

If each $x_{8} \in M$ realizing these estimates lies outside $\overline{B\left(x_{2}, \zeta\right)}$, we apply estimates of the type (5.12) to the point $x_{3}+k c\left\|x_{3}-x_{2}\right\|\left(x_{2}-x_{3}\right)$ to be sure that there is $x_{8} \in \tilde{M}$ such that

$$
\begin{equation*}
\left\|x_{8}-x_{3}\right\| \leqslant 2 k c\left\|x_{3}-x_{2}\right\|^{2} \leqslant 8 k c \zeta^{2} \leqslant 8 k c r^{2} . \tag{5.13}
\end{equation*}
$$

For brevity we introduce the notation $s=\left\|x_{1}-x_{2}\right\|$. In accordance to (5.10)(5.13) we have

$$
\begin{align*}
s \leqslant\left\|x_{1}-x_{3}\right\|+\left\|x_{3}-x_{8}\right\|+r^{2} & \leqslant 2\left\|x_{1}-x_{5}\right\|+(8 k c+1) r^{2} \leqslant \\
& \leqslant 2\left(\left\|x_{1}-x_{4}\right\|+\left\|x_{4}-x_{5}\right\|\right)+(8 k c+1) r^{2} \leqslant \\
& \leqslant 2\left(r+k c\left\|x_{4}-x_{2}\right\|^{2}\right)+(8 k c+1) r^{2} . \tag{5.14}
\end{align*}
$$

$$
\begin{align*}
& \text { But }\left\|x_{4}-x_{2}\right\| \leqslant\left\|x_{4}-x_{1}\right\|+\left\|x_{2}-x_{1}\right\| \leqslant r+s \text {. Hence (5.14) becomes } \\
& s \leqslant 2 r+2 k c(r+s)^{2}+(8 k c+1) r^{2} \leqslant 2 r+4 k c s^{2}+(8 k c+1) r^{2} \leqslant 3 r+1 / 2 s,  \tag{5.15}\\
& s \leqslant 6 r .
\end{align*}
$$
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