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In this paper we shall consider a control problem inwhich the cost is a quadratic functional 
and the system is linear and described by a right invertible operator in Hilbert space H. 

A necessary and sufficient condition for the optimal control is proved in the case when there 
is no constraint imposed on the control and when the set of all admissible controls is closed 
and convex. 

1. Introduction 

1. Suppose that H is a real Hilbert space and D is a right invertible operator 
from H into H with a right inverse R of the operator D, i.e. R satisfies relation 

DR=l 

where I is the identify operator (see [1]). 

DEFINITION 1. h ( cf [I]). 

i.e. Zv=ker D is the set of the constants. 

In the space H we consider the linear system 

Dx=Ax, A E L 0 (H) (1.1) 

where L 0 (H) is the set of all linear operator with domain H, and an initial condition 

Fx=x0 (1.2) 

where x 0 E Zv and F is an initial operator for the operator D corresponding to the 
operator R (see [1]). 

\ 
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Note that, such a system always has a unique solution being of the form: 

xd=(I-RA)- 1 x 0 for each x 0 E ZD 

providea that the operator I -RA is invertible (cf [1]). 
Moreover we assume that 
a- the operator A E L 0 (H) is closed and one-to-one. 
b - the operator R is continuous and one-to-one. 

(1.3) 

Since the Hilbert space is a complete linear metric space it follows that the 
operator RA is continuous and one-to-one. Since the operator I-RA is closed and 
one-to-one we conclude that the operator (I-RA)- 1 is closed and one-to-one and 
then (I-RA)- 1 is continuous because D=I-RA =H. (cf [2]). 

2. Now suppose that Uad is a closed convex subset of a Hilbert space UcH 
and BEL ( U, H) is bounded and satisfies the condition 

BUad:::::, (D-A) H. (1.4) 

REMARK 1.1. Since a superposition of right invertible operators and some poly
nomials in a right invertible operator with operator coefficients (in partcular, with 
scalar coefficients) are right invertible, without loss of generality we can consider 
a system in a simple form (1.1). 

Now we consider a control system 

Dx=Ax+Bu, (1.5) 

where u E Uad is the set of all admissible controls. 

REMARK 1.2. If Uad= U, we have the control system without constraint imposed 
on the control u. 

For each u E Uad the system (1.5) has a unique solution xu defined by the formula 
(see [1]) 

(1.6) 

Proposition 1.1. The mapping U-"Xu from U into H is continuous. 

It is the corollary of the assumption a), b) and the condition imposed on the 
operator B. 

3. Let a quadratic functional J (x0 , u) be given: 

(1.7) 

where (.)H and (.)u denote the scalar products in the spaces Hand U respectively. 

We assume that the operators P and Q have the following properties: 
(i) Q is bounded, selfadjoint positive semidefinite operator from H into H, 

i.e. Q':·=Q and there exists a positive number a>O such that 

0:;-;;(x,Qx)H:s;a[fxW for all xEH, 

where [[xJI2=(x, x>H· 
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(ii) Pis a bounded selfadjoint positive definite operator from U into U, i.e. P"-=P 
and there exists positive number b1 , b2 such that 

b1 ll ull 2 ::::.;(u, Pu)u:s;b2 iluW for all uE U, 

where ll uW=(u, u)u. 

REMARK 1.3. From the condition (ii) imposed on P, follows that P is invertible. 
Now we consider the problem of finding 

inf J (x0 , u) 
UEUad 

where J (x0 , u) is defined by (1.7), and Xu is a solution of the system (1.5).' 

DEFINITION 1.2. A control u~, E Uad satisfying the condition 

J(x0 , u~,)= inf J(x0 , u) 
UEUad 

is called the optimal control for the functional J (x0 , u). 

2. The necessary and sufficient condition for the optimal 
control in the case Uad= U 

To begin with, we define for all u, v E Uad the form 

(2.1) 

where x d, xu are defined by (1.3) and (1.6) respectively ; P and Q satisfy the condition 
(i) and (ii). 

Proposition 2.1. The mapping (u, v)~n (u, v) defined by (2.1) is a symmetric, 
bilinear and continuous form. 

Moreover there is a positive real c such that 

for all u E Uad· 
n(u, u)~c li uW 

Proof. By our assumption we have 

n(u,v)=n(v, u) 

because the operators Q and P are selfadjoint. 
By the proposition 1.1 and the properties of P and Q, the function n (u, v) is 

continuous. · 
Moreover, from (2.1) we have 

n(u, u)=(Q(xu-xd), Xu-xd)n+(Pu, u). 
Since 
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we have 
n(u, u)?:.<Pu, u)?:.c ll uW 

for all u E U~d' and c is some positive real number. 

Proposition 2.2 (see [3]). There exists a unique optimal control u.;, E Uaa for the 
functional (1. 7), i.e. there exists a unique u~, E Uaa such that 

J(x0, u1.)= inf J(x0, u). 
UEUad 

Proof. Observe that by the definition of the n (u, v) and J (x0 , u), it is not difficult 
to verify that 

(2.2) 
where 

L (u)= -<xu-Xd, Qxa)H. 

The uniqueness of u~, follows from the fact that the functional J (x0 , u) is strictly 
convex. Indeed if u1 and u1 minimize J (x0 , u), then we have 

u1 u1 ( 1 1 ) 2+2 E Uaa and J x 0 , 2 u1 +2u1 < inf J(x0 , u), 
liEU ad 

unless u1 =Uz. 

Now suppose that {u11}, U11 E Uaa is a sequence such that 

lim J(x0 , u.)= inf J(x0 , u). 
UEUad 

By (2.2) we have 

J(x0 , u)?:.c lluW-c1 I lull , c1 is a constant. 

This equality and (2.3) imply that 

llunii-::;;.M, M=const. 

and then there exists a subsequence {uk} such that 

uk-+w weakly in U. 

Since Uaa is closed convex, Uaa is weakly closed and therefore we have 

(2.3) 

(2.4) 

The' function u-+n (u, u) is lower semicontinuous in the weak topology of U 
and the function u-+L (u) is continuous in the weak topology. Thus the functional 
J (x0 , u) is weakly lower semicontinuous and hence 

lim inf J(x0, uk)~J(x0 , w). 

By (2.3) and (2.4) it follows that 

wE Ua4 and J(x0, w)-::;. inf J(x0, u). 
ueVc4 
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Then we have 

J(x0 , w)= inf J(x0 , u). 
UEUad 

THEOREM 2.1. A control u,, E Uad= U is optimal for the functional J (x0 , u)= 
=(x,, Qx11 ) 8 +(u, Pu)u where X11 is the solution of the system 

{

Dx=Ax+Bu 

Fx=x0 , x 0 E ZD 

for each u E Uad= U, if and only if 

where x.;. is a solution of the system 

{
Dx=Ax+Bu* 

Fx=x0 • 

and Au is a canonical isomorphism of U onto U'""· 

Proof. It is well-known that a control u,, E Uad is optimal if and only if 

n(u,,, u-u,.)"~.L(u-u-l,) for every u E Uad 

and in the case Uad= U the inequality becomes (equality) 

(see [3]). 

Therefore we have 

where 

or 

(Q(xu* -xd), Xu-u* -xd)8 +(Pu,,, u-u,)u+(xu-n* -xd, Qxd)8 =0. 

Then we obtain 

(Q(xu. -xd)+Qx4, X11 _ 11* -xd)8 +(Pu.;,, u-u.:.)u= 

(2.5) 

(2.6) 

=(Qx"•' X11 _ 11* -xd)8 +(Pu-l,, u-u-l,)u=O. (*) 

Since 

Xu-u* -xd=(l-RA)- 1 {x0 +RB(u-u,,)}-(I-RA)- 1 X0 = 

=(l-RA)- 1 RB(u-u.,.J 

xu.=(l-RA)- 1 (RB·u-~<+x0) 

---- --
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we may rewrite the formula ( *) as follows: 

(Q (I--RA)- 1 (RBu.:,+x0 ), (I-RA)- 1 RB(u-u;.))n+ (Pu.:,, u- u;.>u= 

=(B'" R':·{I-RA)':-- 1 Q(I-RA)- 1 (RBu;,+x0 ) , u-u;)u+ 

+(Pu;,, u- u,.>u=O C**) 
for all u E U. 

Observe that (l-RA)- 1 (RBu,, + 2x0 )=x.:, is the solution of the equation (2.6). 
If we define Au as a canonical isomorphism of U onto u::-

Au: U-+U'' 

then from ( * *) we obtain 

for all u E U. 
Hence 

i.e. 

3. The necessary and sufficient condition for the optimal 
control in the case Uadc U. 

We again consider the system described by a right invertible operator in a Hilbert 
space H: 

Dx=Ax+Bu 

for each u in the set of admissible controls Uadc U. 
As in §2 we consider the problem of minimizing of the functional: 

J(xo, u)=(Qxu, Xu)n + (Pu, u)u 

subject to the system (3.1). 

(3.1) 

(3.2) 

We assume that the set Uad is closed convex in U and all the assumptions imposed 
on the system (3.1) and on the functional J (x0 , ·) are the same as before. 

Now we define the adjoint system: · 

(I-RA)':- lflu=Qxu for each u E Uad• (3.3) 

Since for each u E Uad• xu is uniquely determined, then the solution !flu of the 
system (3.3) is dependent on u. 

THEOREM 3.1. A control u;, E Uad is optimal for the functional 
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where xu obeys the system 

if and only if 

Dx=Ax+Bu, u E Ua4 

Fx=x0 

(Ai/ B'' lflu* +Pu~,, u,)u::=;;(Ai] 1 B'' !flu* +Pu,,, u)u 

for all u E Uad' where !fin is a solution of the adjoint system 
* 

., (I-RA)'' lflu=QX11 for U=U-:, 

and Au is a canonical isomorphism of U onto U''. 
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Proof. By the theorem (1.3) of [3], the necessary and sufficient condition for the 
control u.:, minimizing the functional J (x0 , ·) is 

J' (x0 , u.;,) (u-u.:J~O for all u E Uad· 
Since 

J' (x0 , u,.) (u-u,.)=2(Qx"*' x~* (u-u,,))H+2 (Pu,,, u-u.;)u, 

(where F' denotes the Frechet derivative of a mapping F) it follows that u~, is optimal 
if and only if: 

(Qxu*' x~* (u-u,,))H+(Pu,,, u-u,)u~ 0, for all u EUad· ( *) 

But x~*(u-u~.)=(I-RA)- 1 RB(u- u.;.). Hence we obtain from (*): 

(Qx"*' (I-RA)- 1 RB (u-u.;.))H+(Pu,,, u- u.;,)u= 

=(Qx"*' x,.-x*u)H+(Pu.;,, u- u,)u 

=((I-RA)'~ !flu*' Xu-Xu*)H+(Pu-l., u-u.;)u (by equation (3.3)) 

=(!flu*' (I- RA) (xu-X* 11))H+(Pu.;:, u- u.;)u 

=(lf/11*, RB(u-u, .. ))H+(Pu.;,, u-u~)u~O. 

Let Au be a canonical isomorphism of U onto U'~ 

Au: u~u'~ . 

We have 

(!flu*' RB(u-u.;.))H+(Pu, u- u.;)= 

= ( Ai] 1 B* R* !flu*' u-u* >u+(Pu*, u-u~)u= 

= (A if 1 B'~ R'~ 1f1 "* + Pu.;:), u-u-:)u~ 0 for all u E Uad. 

Finally we obtain the inequality 

<A - 1 B'cR''· +P ) ~(A- 1 B''·R·c + P ) U ., ., !flu* u,,, U.;, U"'- U ., " !fin* u~.., U U 

for all u= Uad· 

Example. Let A be an one~to-one linear bounded operator a real Hilbert space H; 
The dynamical equation considered here is of the form 

x (t)=Ax (t)+ Bu (t), 

x(O)=x0 . 

(E) 

3 
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Moreover we assume that 

IIAII<l/T 

and B is a linear bounded transformation mapping a Hilbert space U into H, u (.) 
is an element of Wu=L2 ((0, T); U). 

The equation (E) has a unique solution continuous on (0, T) for each u e Wu 
(see [2]). 

Let the functional 
T T • 

J(u)= J [Qx(t), x(t)]8 dt+ J [u(t), u (t)]u dt 
0 0 

where Q is a linear bounded nonnegative definite operator mapping H into 
itself be given. 

Our problem is to define the control u-r. ( ·) E Wu minimizing the functional J (u). 

To begin with, we express the equation (E) and the functional J (u) in language 
of the right invertible operator. 

d 
If we define D = dt , then the operator R is of the form (see [I]) 

t 

(Rx) (t) = J x(r) dr 
0 

and R is a continuous and one-to-one operator. 

The equation (E) can be rewriten as follows 

Dx= Ax+Bu 

F(x)=x (O) = x 0 • 

Denote W= L 2 ((0, T); H) and cP1 = (l-RA)- 1 RB as a transformation mapping 
w. into W 

cPo Xo=(l-RA)- 1 x 0 

Then the solution of (E) for every u E Wu is given by the formula 

and 
J(u)=[Qx", Xu]w+[u, u]w.· 

Therefore the optimal control u-., can be determined by the formula 

u.,., (t)=(-A;,}; B'~ R'~(I-RA)- 1 ':· Qx.,.,) (t) 

where x-., (t)=(cP0 x 0 +cP1 u) (t). 
Note that if 

t 

Rx(t) = J x(r) dr for x eL2 ((0, T); H) 
0 
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then T 

(R* y) (t)= J y(s) ds for y eL; ((0, T); H). 
t 

· • Moreover by assumption 

IIAII<l/T 
we have 

IIRAII<l 

and then the operator cl>0 =(1-RA)- 1 exists, and can be expressed by a power series 
00 

cl>o=(l-RA)- 1 =}; (RA)n. 
n=O 

We have 
t 

(RAx0 )(t)= J Ax0 dt=Ax0 t 
0 

r A2 1z 
[(RA)2 x 0 ] (t) =[(RA) Ax0 s] (t)= J A 2 s ds =21 Xo. 

0 • 

By introduction we have 

and then 

A" t" 
[(RA)" x0 ] (t)= -

1 
x0 n. 

00 

[cl>0 x 0 ] (t) = [(/- RA)- 1 X 0 ] (t) = }; [(RA)" x 0 ] (t) = 

hence 

n=O 

oo A" t" 
= }; -

1
- x0 =exp (At) x0 ; 

n. 
n=O 

cl>0 (t)- I 
Ax0 = lim x 0 • 

t -+ 0 t 

An analogous result can be obtained, but in another way (see [4]). 
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Problem minimalizacji funkcjonalu kwadratowego dla ukla
dow opisanych przez operatory prawostronnie odwracalne 
w przestrzeni Hilberta 

NGUYEN DINH QUYET 

Rozpatrzono problem sterowania, w kt6rym koszt jest funkcjonalem kwadratowym a uklad 
jest linioWy i opisany przez prawostronnie odwracalny operator w przestrzeni Hilberta H. 

Warunek konieczny i wystarczajqcy istnienia sterowania optymalnego udowodniono dla przy
padkq, gdy nie ma ograniczenia na przestrzeni sterowan U i gdy ubi6w sterowan dopuszczalnych 
jest domkni~ty i wypukly. 

3a~aqa MHHIIMU3a~HH KBa~aTH'IHOrO $yH~IIOHaJJa ~JJa 

CIICTCM ODIICLIBaCMLIX fiOCpe~CTBOM DpaBOCTOpOHHe o6paTU
MLIX ODepeTOpOB B rHJJL6epTOBOM DpOCTpaHCTBe 

B pa6oTe paccMaTpUBaeTC.H 3a,ll;a'la yrrpaBJieHIDI B KOTOpOH CTOIIMOCTh .HBJI.HeTC.H KBap;paTH'l· 
Rh!M «i>yRKn:JIOHaJIOM, a CHCTeMa JII!HeHRa 11 OIII!ChmaeTCH rrocpep;CTBOM rrpaBOCTOpmrue o6paTH· 
MhiX orrepaTopoB B rHJib6epTOBOM rrpoCTpaHCTBe H. 

Heo6xo)l;I!Moe 11 p;oCTaTo'!Hoe ycJJOBHe cy~eCTBOBaHH.H orrTHMallbHoro yrrpaBJJeHH.H p;oKa3aHo 
)l;Jl.H c.rryq:aa, KOf)l;a OTCYTCTBYIOT orpaifHt!elii!H Ha IIpOCTpaHCTBO ynpaBJieHHH U 11 KOrp;a MHOlKecTBO 

- p;orryCTHMh!X yrrpaBJieHHH .HBJJ.HeTCH 3aMKRyTh!M I! BhirryKJibiM. 


