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The paper is concerned with the following optimization problem: find the minimum value of 
1 

the functional J <!> (x, u, t) dt under conditions x = rp (x , u, t), X (O)=c, X (1) = d, where U is a function 
0 

of bounded variation and x is an absolutely continuous function . Under certain assumptions con
cerning functions rp and <P the existence of an optimal control has been shown and necessary condi
tions for the existence have been given in a form that is similar to that of Euler-Lagrange's equations. 
The final part of the paper presents a physical interpretation of the optimization problem studied. 

1. Introduction 

One of the basic problems of the optimization theory is the following: 
Problem A. Find the minimal value of the functional 

1 

I (x, u)= J tP (x, u, t) dt (1) 
0 

under the conditions: 

x=rp (x, u, t), x (O) = c, x (l)=d, u (t) E P, (2) 

where x is an absolutely continuous function, x (t) E R", u is an essentially bounded 
function, P is a convex subset of R" with non-empty interior. 

The problems thus formulated can be solved by means of the Pontrygin's maxi
mum principle [18] or the local maximum principle (cf. [6-8]). Problem A can be 
regarded as one of the basic problems in the optimization theory since, as it turns 
out, many other more difficult problems can be reduced to Problem A (cf. [6-8, 
10]). 

Another question which is important from the mathematical point of view is 
that of the existence of a solution of Problem A. 
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Many difficulties which appear in this case are due to difficulties in introducing 
a topology in the set of controls and in specifying (natural and general, if possible) 
conditions for the function ([> under which the functional (1) would be lower semi
continuous, and the set of controls (or at least, a minimizing sequence) - compact. 

As is known, works by Hilbert, Tonelli and McShane are regarded the first and 
fundamental ones in this field. 

Recently their ideas and results have been generalized by Berkovitz [1], Brunovski 
[2], Cesari [3, 4], Olech [14-16], Polyak [17], Rockafellar [19) and others. 

In the paper [16] there has been proved for the first time, after many trials and 
partial results obtained by some other authors, a necessary and sufficient condition 
for the lower semicontinuity of the integral functional. 

The basic question considered in the present paper differs from Problem A in 
stronger conditions imposed on the set of controls. Namely, we shall assume 

1 

additionally that these controls possess a bounded variation, i.e. V u~k, where k 
is a positive constant. o 

The investigation of the optimization problems of this type is justifiea by the 
following reasons: 

(a) under simple assumptions one can prove the existence of an optimal solution; 
(b) one can give a necessary condition for the existence, approximate in its form 

to Euler-Lagrange's equation, which in many cases allows one to determine an op
timal control in a direct way; 

(c) the problem considered has a natural physical interpretation as well as a 
geometrical one; 

(d) in the limit case, i.e. k=oo, one can obtain new existence theorems for a 
large class of variational problems, generally non-convex (cf. [20]); 

(e) in practice we always use controls with finite variation. 

A necessary condition for the existence of the extremum for scalar controls with 
bounded variation (without constraints on the values of the control) was proved 
in the papers [11] and [5]. In those papers a number of technical applications of con
trols with bounded variation were also given. 

The present paper is composed of three parts. In the first part (Section2) the 
optimization problem mentioned above is formulated precisely and the existence 
of its solutions is shown. The second part (Section 3) contains the proof of a necessary 
condition for the existence of a solution and the analysis of some of its special cases. 
In the third part (Section 4) a physical interpretation of the problem under conside
ration is given. 

2. Problem Formulation. Existence Theorem 

Let u=(u\ u2
, ... , u') be a vector function defined on the interval [0, 1], with 

values from the space R'. This function will be said to have a finite variation (oscilla
tion) if each its component is a function of finite variation. Let us recall (cf. e.g. 
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[13]) that by a variation of a scalar function g on the interval [a, b] we mean the upper 
n - 1 

bound of the sums ,2; !g (t;+l)-g (t;)! over all possible subdivisions of the interval 
i=O 

[a, b] by the points a= t0 <t1 < ... <t,=b. A variation of the scalar function g will 
b 

be denoted by V g. 
a 1 1 

By a variation of the vector function u we shall mean the vector V u= (V ut, ... 
1 0 0 

... , V ur). 
0 

Let cp be a vector function defined on the space R"+r+l, with values in the space 
R", and 4>- a scalar function defined on R"+r+l. 

Let P stand for a compact set in Rr. Let !J. be a compact subset of a positive 
cone in the space Rr. We shall assume that the set !J. is normal with respect to each 
of the axes of the coordinates system, i.e. that for any A, E [0, 1] and i= 1, 2, ... , r, 

if a point (v\ .. . , vi, ... , vr) is in the set !) then the point (v\ ... , A,vi, ... , vr) is also 

in !J.. It is easy to see that the set will be normal if and only if for an arbitrary point 
a= (al, .. . , ar) in!) a perpendicular parallelepiped Q= {xERr; O~xi~ai, i=I, ... , r}, 

is also contained in !J.. Let U denote the set of vector functions u= (u\ ... , ur) of 
1 

bounded oscillation, such that u (t) E P, Vu E !J. and a fixed number k (e.g. the 
0 

first k) (O~k~r) of the components of u are monotone functions. 

U will be called a set of admissible controls, and its elements - admissible 
controls. (The case of k = O indicates that we do not impose the condition of mono
tonicity upon any of the components). 

Consider the following 

Problem 1. Find the minimal value of the functional 

under the conditions 

1 

l(x,u)= J w(x(t),u(t),t)dt 
0 

.X (t) = cp (x (t), u (t), t), 

x (O) = c, 

X (I)=d, 

UE U, 

(3) 

(4) 

(5) 

(6) 

(7) 

where x is an absolutely continuous function on [0, 1], x (t) ER", c and d are 
fixed points in R". 
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The space of absolutely continuous functions on [0, 1] with norm llxll=max [x (t) l 
is denoted by en (0, 1). 

As for the function (/) and rp, we shall assume that 

(/) satisfies Caratheodory's condition (i.e. is continuous J 
with respect to (x, u) and measuravle with respect to t) I 
and there exists a function rx E L 1 such that 

t 
@(x(t),u(t),t)~rx(t) I 

for any (x, u) satisfying conditions (4)-(7) and for almosf I 
all t E [0, 1]; J 

there exists an integrable function lfl such that I 
frp(x(t),u(t),t)l~lfl(t) for any pair (x,u) satisfying 
condition ( 4)-(7). 

(8) 

(9) 

Let U0 denote a subset of the set U composed of those elements u for which 
there exists a solution of equation (4) under conditions (5) and (6). 

Now we shall prove the theorem on the existence of a solution of Problem 1. 
The proof will be preceded by 

LEMMA 1. The set of admissible controls U is sequentially compact in the 
topology of point-wise convergence. 

Proof. Let gn be a sequence of scalar functions, convergent to g0 and such that 
1 1 

V gn~k, where k is some constant. Note that V g0 is less thank, too. Indeed, let 
0 0 

0=t0 < t 1 < ... < tn= 1 be an arbitrary dissection of the interval [0, 1]. By the definition 
of variation of the function gn we have 

n-l 1 

.2 fgn (ti+l) -gn (f;)[~ V g"~k. 
i=l 0 

Since the sequence gn converges to g0 , we obtain 

n-1 

}; [go (t;+I)-go (t;)[~k. 
i=1 

1 

Owing to the fact that the sequence {t;} was arbitrary, we obtain V g0 ~k. Let 
0 

' 1 

{ un} be a certain sequence of the set U. Since V un E ,9, and ,9 is a compact set, we 
0 

1 

may select a subsequence {unk} such that V unk -+a and a E 9 (a=(al, a2, ... ,a')) . 
0 

Subsequences will further be denoted by the same symbols as initial sequences. 
Let e be any positive number. From Helly's principle (cf. e.g. [13]) and from the 
argument quoted at the beginning of the proof it follows that there exists a subse-

1 

quence such that Un-+u0 and V u~~ai+e, i=l, 2, ... , r. As e is an arbitrary positive 
0 

----------- --- ------- ----
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number, the set !J is normal with respect to each of the coordinates of the system 
and P is a compact set, we deduce that u0 E U. We shall prove the following: 

THEOREM 1 (on the existence of a solution). If the functions cJ> and rp satisfy condi
tions (8) and (9), and the set U0 is non-empty, then there exist a solution of Problem 1. 

Proof. Denote by m the lower bound of the functional I for u e U0 • From condition 
(8) it follows that m> -oo. Let {x"' u11 }, U11 e U0 , be a sequence minimizing the func
tional I, that is, lim I (x11 U11)= m. In the further part of the proof we shall denote 
subsequences by the same symbols as initial sequences. 

From Lemma 1 it follows that out of the sequence { U11 } one may extract a subse
quence convergent to u0 E U. From condition (9) it follows that the sequence {x11 } 

is uniformly integrable, so the sequence { X 11 } is a family of uniformly continuous 
and commonly bounded functions (cf. e.g. [10] § 9.1.2). Consequently, there exists 
a subsequence uniformly convergent to a certain function x0 . We have shown that 
out of the minimizing sequence one may extract a subsequence { x,., U11 } such that 
x,. converges uniformly to some continuous function x0 , while U11 is convergent 
to u0 E U in the topology of point-wise convergence. 

From condition (4)- (6) is follows that 

X11 (t) =c+ J rp (x" (r), U11 (r), r) dr, X11 (l)=d. 

As n--+oo, we get 
0 

t 

X 0 (t)=c+ J rp (x0 (r), u0 (r), r) dr, x0 (l)=d. 
0 

Consequently, we have proved that u0 E U0 • From assumption (8) and Fatou's 
lemma it follows that the functional I is lower semicontinuous~ thus lim I (x"' U11)~ 
~I (xo, Uo)~m. Since lim I (x,., un)=m, therefore I (xo, Uo)= m . 

3. Necessary Conditions For Optimality 

Now we are proceeding to the proof of a necessary condition for the existence 
of an optimal control in Problem 1. This condition has a form similar to Euler
Lagrange's equations known in variational calculus. 

In the sequel we shall assume that 

P is a rectangular parallelepiped in R', and !J is a convex } ( 1 O) 
set satisfying the conditions given in Section 2. 

The functions rp and Q do not depend explicitly on t, are l 
continuous together with their derivatives fJJx, fJJu, cf>x, cf>u I 
with respect to the variables (x, u), and rp,. and cf>u satisfy ~ (11) 
Lipschitz's condition with respect to (.X, u), i.e. I 

lrp,. (xl, ul) - rpu (xz, Uz)i:::;;L (lxl -xzl + lul - Uz i) J 
and 

for some L>O. 
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First of all we shall prove a few lemmas. 1 
Let g0 be any scalar function such that g0 (t)E[CI.,p]cR and V g0 ~k.Letp 

0 

stand for either of the numbers: m, M, where m, M denote respectively the lower 
and the upper bound of the function g0 on the interval (tl> t2)c [0, 1]. We shall 
prove the following 

LEMMA 2. The function g 1 defined by the formula 

{ 
g0 (t) for t t/= Ctt. lz) 

g1 (t)= 
J1 fortE(t1,tz) 

(12) 

1 

satisfies the conditions: g 1 (t) E [Cl., /3] for t E [0, 1] and V g 1 (t)~ k. Besides, if g 0 

0 

is a monotone function, then g 1 is monotone, too. 
1 

Proof. Only the inequality V g 1 ~ k needs to be proved. We have 
0 

1 t1 t2 1 t, tz 1 

V g1 = V g1 + V g1.+ V gl = V go+ V g1 + V go· 
0 0 t 1 tz 0 t, tz 

(13) 

Let t1 =-r0 <-r1 < ... <-r.=t2 be an arbitrary subdivision of the interval [t1 , t2 ]. 

From the definition of the function g1 we obtain 

tz n 

V g1=sup .2; Jg;('t";)-g1 (1";-t)I=IJl-go Ctt) l+ lgo Ctz)-pJ. 
tt i=l 

t2 

Jgo (vk)-go (tt)I+Jgo (tz)-go (vk)l~ V go. 
t, 

As k-HD, we get 
t2 

IJl -go (t1)l+lgo Ctz)-pl~ V go. 
t, 

Returning to equality (13), we obtain the inequality 

1 1 

V g1~ V go~k, 
0 0 

which completes the proof of the Lemma. 

LEMMA 3. If an integral functional 

1 

f(g)= f I (t) g (t) dt 
0 

1 

is a functional supporting the set Q= {g E L 00 ; g (t) E [Cl., /3] and V g~ k} at a point 
0 

g0 E Q, and I (t)>O or I (t)<O on some interval (t1, t2)c [0, 1], then there exists 
a constant c0 such that g0 (t)= c0 for t E (t 1> t 2 ). 

------------------------------ -- -
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Proof. By the definition of a supporting functional we have 
1 1 

J l(t) g (t) dt?; J l (t) g0 (t) dt. 
0 0 

Let us put g=gl> where g1 is a function defined by formula (12). After sim
ple transformations we obtain 

t2 

f(gr)-f(go)= J l(t)(Jl-go(t))dt?;O. 
t, 

Suppose that l(t)>O for tE(t1 ,t2 ) and set J1=infg0 (t)=c0 , tE(tl>t2 ). If 
g0 (t);i'c0 on a set of a positive measure, then 

This contradicts the assumption that f is a functional supporting the set Q, 
In the case when l (t) <0 on the interval (tl> t2 ), it is necessary to adopt sup g0 (t} 
instead of c0 • Thus we have obtained the proposition of Lemma 7. 

The perpendicular parallelepiped P can be represented in the form 

P={u ER~"; ui E [oc;, /3;], i=l, 2, ... , r} 

where oc;, /3; are some constants. 1 

Let u0 be a certain admissible control. Denote V u0 =(k~, k~, ... , k~). We shalt 
prove the following 0 

LEMMA 4. If an integral functional 

1 r 1 

f(u)= J a(t)u(t)dt=}; J ai(t)ui(t)dt 
0 i=1 0 

is a functional supporting the set U at a point u0 , then each of the functionals 

1 

/; (u)= J ai (t) ui (t) dt 
0 

is a functional supporting the set 
1 

U;={ui E L
00

; ui (t) E [oc;, /3;] and V ui:S; k~} 
0 

at a point u~. 

Proof. Suppose that for some k the inequality 

1 1 

J ak (t) uk (t) dt < J ak (t) u~ (t) dt 
0 0 

holds, where uk is an element of the set Uk. 
Let ii=(u~, ... , uz+l, uk> uz+P ... , u~). It is easy to see that ii is an admissible 

control (fiE U), and f(ii)<f(u 0 ). This contradicts the assumption. 
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LEMMA 5. If a function g: [0, 1]---+R has a bounded oscillation, then the interval 
{0, 1] can be represented in the form 

[0, 1]= NuEo u U In, 
n=l 

where N is some denumerable set, E0 ={tE [0, 1];g(t)=0}, I.., n=I, 2, ... , are 
open intervals on which g (t) > 0 or g (t) < 0. 

Proof. Let us define the following sets N, C +, C _ : 
N- a set of points of discontinuity of the function g, to which we also add the 

points t=O and t= 1, 
C+- a set of points of continuity for which g (t)>O, 
C_ -a set of points of continuity for which g (t) <0. 

The set N is known to be denumerable. Let t0 E C+. Then there exists some 
neighbourhood Oto c(O, 1) of a point t0 , in which g(t)>O. Denote by E+ a set 

E+ = U Oto· 
to EC+ 

It is easy to see that E+ is an open set, E+ c (0, 1), C+ cE+, and g(t)>O for tEE+. 
The set E+ being open and linear can be represented in the form 

where I,; are open intervals. Assuming that t0 E C_, we can construct, in a similar 
manner, a set 

CO 

E_=U r;. 
n= 1 

Since [0, 1]=N u E0 u E+ u E_, we obtain the proposition of the 

Lemma. The right side of the equality [0, 1]=Nu E0 u U u In will be called a 
n=l 

distribution of the interval [0, 1], corresponding to the function g. 

Let u0 be an optimal control and x 0 an optimal trajectory in Problem 1. 
Directly from assumption (11) there follows 

LEMMA 6. The function ak (t)=(lf1~ (x0 (t), u0 (t)) lfl (t)-..1.0 ifJ (x0 (t), u0 (t)W, k= 
= 1, 2, ... , r, has a bounded oscillation for any absolutely continuous function lfl· 

CO 

Let [0, 1] =Nk u E~ u U I~ be a distribution corresponding to the function ak. 
n= l 

Denote by W~1 a space of absolutely continuous functions with norm llxll = 
1 

= lx (0)1 + J I .X (t)l dt. Now we shall prove 
0 

THEOREM 2. If 
1. (x0 , u0 ) is a solution of Problem 1. 
2. There is a neighbourhood Vc W~1 of the point x 0 such that for any x E V, 

any ut. u2 E U and any ex E [0, 1] there exists some u E U such that 1p (x, u)= alp (x, u1) 

+(I -ex) 1p (x, u2 ). 
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3. The function r:P is convex with respect to u for any x E V, then there exists: 
an absolutely continuous function If/, a constant },0 ?0, and a function c=(cl, c2 , ... 

... . , c') such that: 

(i) dlfld(t) =- rp: (x0 (t), u0 (t)) If/ (t)+l,o r:Px (xo (t), Uo (t)) · 
t 

(ii) ck is a constant function on each interval /,~. 
(iii) ( rp: ( x 0 (t), u0 (t)) If/ (t)- },0 r:P" ( x 0 (t), u0 (t))k ( ck (t)- u~ (t)) =0, k = 1, 2, ... , r, 

for all but at most a denumerable number of points t E [0, 1]. 

Proof. Letusadopt X=W~1 ([0,1]) and Y=L'l(0,1) x Rn x Rn. Let F:Xx U~Y 
be an operator defined by the equality 

F(x,u)=( ~~ -rp(x,u),x(O)-c, x(t)-d)· 

We may formulate Problem 1 in the following way: 
Problem 1'. Find the minimal value of the functional 

1 

I (x, u)= J r:P (x (t), u (t)) dt 
0 

under the conditions 
F(x, u)=O, u E U. 

Making use of assumption (1 )-(3) stated above, of assumption (11) and Theorem 
1 (cf. [10] § 0.4 p. 63), it is not 4iincuJj: to see that Problem 1' satisfies the conditions 
of the extremumu principle (cf. [10] § 1.1 Corollary 1 p. 80). 

Lagrange's function for Problem 1' is of the form 

1 

a (x, 11, }o , },1 , ).z, y*) = },0 J r:P (x, u) dt + },1 (x (0) - c)+ 
0 

1 d 
+Jcz (x (1) -d)+ J <If! (t), d~ - rp (x, u)) dt, 

0 

where If/ EL:, (0, 1), Jc1 , A2 E R", Jl 0 E R . 
Applying the extremum principle ([10] § 1.1), we obtain 

1 

).o J r:Px (xo , Uo) x (t) dt+),1 x (O)+Jl2 x (1)+ 
0 

1 d - . 

+ f <If/ (t), d; - fPx (xo, uo) x) dt= O for any x E W~ 1 , (14) 
0 

1 

J {lco r:P (xo , u0)-(lf!, rp (x0, u0))} dt= 
0 

1 

= min J {Jc0 r:P (x0 , u) -(If!, rp (x0 , u0))} dt. 
UE U 0 

(15) 



96 S. WALCZAK: 

Denote by H the function 

H (.10 , If/, x, u)=(lf/, qJ (x, u)) -.10 if> (x, u). 

Equalities (14) and (15) can therefore be written in the form 

1 d- 1 J <If/, d;) dt- f (Hx, .X) dt + ).1 x(0)+.-1 2 x(1)=0 (16) 
0 0 

1 1 

J H(A.o, If/, Xo, u0 ) dt=max J H(),0 , If/, x 0 , u) dt. 
O li E U O 

(17} 

Integrating, we obtain successively 

1 1 t 

-I (Hx, x) dt = - I< If~, x (0)+ I~ ('t) dt) dt= 
0 0 0 

1 t 

=(f lf~d't,x(o)+ J~<'t) d"t)i::: + 
t 0 

1 1 1 1 1 

-J <I Hxd't,~(t)> dt=<I Hxd't,x(O)> - I <I Hxd't,~(t)))dt. 
0 t 0 0 t 

Taking into consideration the equality 

1 

.X(l)=.Y(O)+ j'i(t)dt 
0 

and (16), we obtain 

1 1 1 

I <lj/ - J Hxd't+A.2,~(t))dt+(-J Hxd't+A. 1 +A.2,x(O)> =0. 
0 t 0 

Since the last equality holds for every absolutely continuous function, we obtain, 
in particular 

1 

If/ (t)- J Hx d't+A2=0 
t 

for any t E [0, 1]. 
Consequently, the function If/ is absolutely continuous and satisfies equation (i) 

from the proposition of Theorem 2. 
Let u1 be an arbitrary point of the set U. Since U is convex, we get 

(18) 

for A. E [0, 1]. 
Making use of equalities (17) and (18), we obtain 

1 1 1 

I H(),o, If/, Xo, Uo) dt ~I H(A.0 , If/, u0 ) dt+A. I Hu (u1 -u0 ) dt+O (A.). 
0 0 0 
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Hence 
1 1 

J -Hu (),o, If/, Xo, Uo) Uo (t) dt< J -Hu (Ao, If/, Xo, Uo) U1 (t) dt. 
0 0 

We accept a (t)= - H 11 (}. 0 , If/ (t), x0 (t), u0 (t)). 

Making use of Lemmas 4, 6 and 3, we obtain the proposition of Theorem 2. 

To illustrate the application of Theorem 2, let us consider now the linear case. 
Namely, assume that the function rp is of the form 

rp (x, u, t)=Ax+Bu 

.and 

iP (x, u, t)=ax+bu, 

where A is a matrix with constant coefficients of the dimension n x n, B is a constant 
matrix of the dimension n x r, a and bare n- and r-dimensional vectors, respectively. 
lt is easily seen that, in the case, equation (i) is of the form 

It is known that a solution of this equation is the function !f!=(!f!J> ... , lf/11), where 

·lf/; are the real or imaginary parts of quasipolynomials of the form (cf, e.g. [12]) 

where p~ =const , ),H ).2 , . .. , ) , 11 - characteristic roots of the matrix A, p~, ... , p,;

.algebraic polynomials of the variable t. 

Condition (iii) takes the form 

( -B* If/ (t)+).0 b)k (cl' (t)-u~ (t))=O. 

Assume that the first factor is not identically zero. 

It is easy to see that each of the functions 

(-B*!fl(t) + ).0 by, k=l,2, ... , r, (19) 

'is analytic and, consequently, possesses a finite number of zeros on the interval 

[0, 1]. Functions of the form (19) will be called switching functions. Making use 

of Theorems 1 and 2 we deduce that the optimal control does exist and is a piece-wise 

·constant function. In the case when the matrix A has real eigenvalues, the function 
(19) is a real quasi polynomial of degree, at most, (n+ 1) and for that reason the num

ber of its roots does not exceed n. Each component of the optimal control, in this 

case, will be a piece-wise constant function and the number of its jump points 

will not exceed n. In the case considered, Problem 1 reduces to a certain problem 
of linear programming. 
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4. Physical Interpretation 

We shall now give a simple example for application of the theorems proved 
above, which is, at the same time, a physical interpretation of the optimization 
problem under consideration. Example. Let us consider an object with one axis 
of symmetry moving in a plane. The object is supplied with three engines. The first 
of the engines can produce a force vector directed to the right of the axis of the 
object, the second- to the left, whereas the third engine can increase or decrease 
the speed of the object along its axis. Let u1 =u1 (t) and u2 =u2 (t) denote the quant
ities of fuel used within the time interval [0, t], by the first and by the second engine, 
respectively, while u3 = u3 (t) denotes the difference between quantities of fuel used 
by the third engine for increasing and decreasing the speed of the object. Suppose 
that the engines are supplied with fuel from a common tank of capacity 1, and that 

. 1 
both the first and the second engines cannot use more fuel than 4 each . 

Assume moreover that the motion of the object can be described by the equation 

x=rp (x, u, t) 

and the performance is of the form 
1 

F (x, u) = J c[J (x, u, t) dt. 
0 

Note that finding the optimal control (the function u), which carries the object 
from the state x (O) = c to the state x (l)=d, reduces to solving Problem 1, where 

P={uER3
, O:;;;u1 :s; ~; O:;;;u2 :;;; :, -1:;;;u3 :;;; 1}· 

V={v E R 3
; O:;;;v1 :;:;; ~, O:;;;v 2 :;;;+, O:s;;v3 :;;; l-v 1 -v2 } • 

Suppose that 

rp (x, u, t)=Ax+Bu and cfJ (x, u, t)=ax+bu, 

where 

1

0,11 B-11,-1,01 
A= 1, 0' - ~0, 0, 1 ' a=(!, 1), b=(l, 1, 1). 

It is easy to verify that equation (i) in this case takes the form 

and the function w=(!fll> !flz), where 

is its solution. 

!fit (t) = -CL exp t+C2 exp ( -t)+A.0 , 

!f/2 (t)=C1 exp t+C2 exp ( -t)+..:t0 , 

-- ----------
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Switching functions (19) have the form 

( -B* 1{1+),0 b) 1 = C1 exp t-C2 exp ( -t), 

( -B* lfi+ Ao b)z=- C1 exp t+C2 exp ( -t)+2A0 , 

( -B* ~1+},0 b)3=- C exp t- C2 exp (- t). 
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We can see that each of these functions is not identically zero. Besides, the first 
and the third ones have at most one zero in the interval [0, 1], and the second
at most two. We may eventually state that the optimal control does exist, each 
of its components is piece-wise constant, the first and the third possessing at most 
one jump point each, whereas the second- at most two. Therefore we can see 
that, in this case, the optimal control of the fuel consumption consists in its "explo
sive" distribution. 
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' Warunki Eulera-Lagrange'a dla sterowan z ograniczonym 

wahaniem 

Rozwazono zadanie sterowania optymalnego w klasie sterowan z ograniczonym wahaniem. 

Udowodniono warunek konieczny istnienia rozwil!zania oraz twierclzenia o istnieniu. Podano takze 

interpretacj« fizycznl! rozwazanego problemu. 

)t CJIOBHH 3iiJiepa-JiarpaH*a AJIH ynpaBJieHHH 

-c orpaHH'IeHHbiMII 113MeHIIHMH 

B pa6ol'e paccMarpHsaercSI crre.n;yiOmali 3a)J;a'Ia OriTHMJnaQHH: nai1TH MIDm:MaJihRoe 3Ha

qenHe $yHKQHonarra 
1 

J rJ> (x, u, t) dt 
0 

Hpii yCJIOBH$1X: X=I{J (x, u, t), X (O) = c, X (1)=d, r.n;e U 5!BJTlleTCH QJYHKQHeH C orpaltR'IeHHbiMH H3Me

HHHMH, a X 5!BJTHeTCH $YHKQReH a6COJIIOTHO Herrpeph!BHOH. IlpH HeKOTOpb!X rrpe)J;IIOCbiJil(aX, Ka

caiOI.l(UXCH QJYHKQHHI{J H rJ>, IIOKa3aHO cymeCTBOBaHlie OIITHMallbHOrO yrrpaBJieHHli H .n;aHbi Heo6xo

)J;UMhie ycrroBHlf ero cymecrsoBaHRll, anarrorH'IHbie crryqaiO ypasneH:uti 3tirrepa-JJarpaHlKa. B 3a

KJIIO'IHTeJihHOti 'IaCTH pa60Tbi rrpe.ZJ,CTaBJTeHa QJH3H'IeCKali :mlTepnpeTaQHll HCCJTe.ZJ,yeMOM 3a)J;a'IIl 

0 llTHMH3aQllH. 


