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A class of quadratic-cost optimal control problems for systems governed by second order 
hyperbolic equations is considered. Basing on [2], conditions for linear convergence of the finite­
dimensional Galerkin approximation applied to this class are formulated. The general result is 
numerically verified on the one-dimensional energy minimization problem for a vibrating string. 

1. Introduction 
'1 1 

The paper delas with some distributed-control quadratic-cost optimal control 
problems related to vibrating systems governed by the second order hyperbolic 
equation. Solution of such a problem can be searched, exept a few trivial cases, 
only by finite-dimensional approximation. In [2] the rate of convergence estimates 
for a discrete-time Galerkin approximation applied to some general case has been 
formulated. A numerical verification of these convergence results is however a signi­
ficant problem. 

Our present aim is to construct a nontrivial example which could be solved 
analytically or numerically with arbitrarily high accuracy, making possible a practi­
cal verification of the general convergence results. 

For this purpose we define in Section 2 one-dimensional example (P) of a vibrating 
string. The problem consists in minimizing, within a given time, an integral of the 
vibration energy including the control cost in the functional. 

Problem (P) is obtained by a simple modification of some boundary-control 
problem for vibrating string considered in [4] and [7]. In both cases the control 
constraints of amplitude type were assumed, whereas the control cost component 
did not appear in the functional. The solutions in an analytical form were obtained. 

Using the same technique it is shown that (P) can be reduced into an equivalent 
Fredholm integral equation of the second kind, which can be solved numerically 
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Utilizing technique developed in [1, 4] we can reduce (P) to a certain integral 
equation,which can be solved numerically with arbitrarily high accuracy. 

Let us start with transforming of the cost functional to the form depending only 
on the control and the initial data. To this end note [4] that for any (x, t) E Q the 
following relation holds: 

1 a a 
2 at [yz (x, t)+ y; (x, t)] - 3x [Yt (x, t) · Yx (x, t)] = 

= Yt (x, t) [Ytt (x, t)-Yxx (x, t)]. (2.3) 

Taking into consideration (2.3) and the state equation (2.1) we can express the 
vibration energy at the time t as 

1 ay 2 ay 2 

1 [( ( ] E(t,u)=2 J at) (x,t)+ ox ) (x,t) dx= 
0 

1 
1 [( a )2 ( a )2 ] t 

1 
a =2 J \~ (x,O)+ 0~ (x,O) dx+ J J a: (x,r)x·u('r:)dxdr:, (2.4) 

0 0 0 

since by (2.1a) 
ay oy 
at(O, t)= at (1, t)=O. 

It is known [4, 7] that the solution of (2.1) can be expressed in the form 

y(x,t)=y*(x,t)+y(x,t), (2.5) 

where 

<Xl ( -1)k+ 1 t 

y* (x, t)=2}; (kn) 2 J u (s) sin kn (t-s) ds · sin knx (2.6) 
k=1 0 

is the solution of (2.1) for homogeneous initial conditions, whereas 

1 
x+t 

y(x,t)=2 [.Ydx+t)+.Ydx- t)+ J y 2 (s)ds] (2.7) 
x - t 

is the solution of (2.1) for a homogeneous right-hand side. The functions appearing 
in (2. 7) are defined as follows 

~ ( )-fY; (x) 
Yi x -\-y1 ( - x) for - l ~x~O 

for 0::(x~1 
(2.8) 

and i= 1, 2. They are extended to all x E R 1 as periodic ones with the period equal2. 
Substituing (2.5) into (2.4) we have 

1 1 . t 1 oy* 
E(t, u)= 2 J [(y~ (x)) 2 +(y2 (x)) 2

] dx+ J J ~ (x, r) · x · u (r) dx dr+ 
0 0 0 

t 1 ir 
+ J J ~ (x, r) · x · u (r) dx dr. (2.9) 

0 0 
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It can be easily shown, by a simple modification of the last term, that (2.14) 
is equivalent to the following integral equation: 

T t " ~ 

J {yu (t)+(T-t) F(t)+ I u('r)(T-t)( +- (t-<)+ ~ (t--r)2
) d-r+ 

0 0 

T ( 1 1 
+ .r u(-r)(T--r) 3+(t--r)+2(t--r)2 )d-r}h(t)dt=0, 

t 

which should be satisfied for any h e L 2 (0, T). This finally yields 

t 1 1 T 

yu(t)+ J u(-r)(T-t)(3-(t--r)+2(t--r)2 )d-r+ I u(-r)(T--r)x 
0 t 

x (++(t-r)+ ~ (t-r) 2 )dr=-(T-t)F(t) (2.15) 

for almost all t e [0, T]. 

If we denote 

for r~t, 

(2.16) 

for r>t, 

then (2.15) can be expressed as the following Fredholm integral equation of the 
second kind: 

1 T 1 
u(t)+-I K(t,-r)u(-r)dr=--(T- t)F(t). 

y y 
(2.17) 

0 

There exists a unique solution of (2.17) by unique solvability of (P) and equiva­
lence of these two proble~s . This solution can be found numerically with arbi­
trarily high accuracy. The last fact will be utilized in the sequel for the rate of con­
vergence testing of the finite-dimensional approximation applied directly to (P). 

3. General regularity conditions 

3.1. Characterization of the optimal variables 

Regularity of the optimal solutions is an important piece of information on the 
problem. The crucial role is played here by regularity of the optimal control which 
is responsible for the smoothness of the state variables. 
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On the other hand, integrating twice by parts with respect to time and using 
(3.3a), we obtain 

IT ( 02 y ) T ( ()2 po ) 
P0 (t), ot2 (t) dt =I ---af2 (t), y (t) dt+ 

0 0 

( 
ay ) ( apo ) + p 0 (T), at (T) - Tt (T), y (T) ' (3.7) 

whereas applying the Green's formula and taking advantage of (3 .3a) again, we get 

(3.8) 

Substituting (3.6)-(3.8) to (3.3) we arrive at the following adjoint mixed problem: 

()2 PO (x, t) = ()2 yo (x ,t) + ()2 yo (x, t) 

ox2 ot2 ox2 ' 
(x,t)eQ, (3.9) 

(3.9a) 

opo oyo 
Tt(x, T)=Tt(x, T), X E [0, 1]. (3.9b) 

Observe that by (3.5) 

1 

(B* p 0 )(t)= J Xp0 (x, t) dx, 
0 

hence according to (3.4) we obtain [5] the gradient of the functional J ( · , · ) in 
the form 

1 

J:J(u,y(u))=yu+ J Xp0 (X, t)dx. 
r 

(3.10) 

Equations (2.1), (3 .9) together with J:J(u,y(u))=O characterize the optimal 
solution of (P). 

3.2. Regularity of the optimal states 

The main result of this section will be formulated for a certain general class 
of problems containing (P) as a special case. We start with introducing of this class. 

Let be given a bounded domain Q c Rn situated locally on one side of the properly 
regular boundary (}Q and let T be a fixed time. 
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where y (u) is the solution of the state equation 

( 
d2 y (t) ) 

- dt 2-, v +a (y (t), v)=(Bu (t), v) VveH~ (.Q), te(O,T) (3.17) 

along with the initial data 

(3.17a) 

satisfying conditions (3.12). • 
Assume furthermore that the optimal adjoint state is characterized by the set 

( 
d2 p" (t) ) 

dt 2 ,v +a(p•(t),v)=(C*(Cy(u•)-zd),v), 

Vv EH~ (.Q), t E (0, T), (3.18) 

dp• 
dt (T)=(D4 y (u•)) (T). (3.18a) 

Basing on [6] one can get (modifying the proof of Lemma 1.3 in [3]) the follo­
wing result concerning reguarity of the solution to the problem (3.11). 

LEMMA 3.1. If for some r ~ 1 the following conditions hold 

(3.19a) 

Jlf 4r-1 _
1 

dti (x, 0) EH 2 (.Q) for i=O, 1, ... , 2r-1, (3.19b) 

4r+3 4r+l 

yteH 2 (.Q), y2eH_2_ (.Q), (3.19c) 

y 1 = y 2 = 0 on ().Q (3.19d) 

then the solution of (3.11) 

yeH2r+lo2r+l (Q). (3.20) • 

Applying the last result we can formulate regularity conditions related to the 
solution of the problem (G). 

COROLLARY 3.1. If 

u"E H4•4 (Q), (3.21) 

then 

y• E Hs,s (Q). (3.22) 
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In the sequal we shall approximate Y by E, (0, T+r; Vh) and U by Uk,<= 
=E, (0, T; Wk), respectively. 

Using the standard finite-difference operators 

(o, v,) (t) = [v, (t+r) -v, (t)]/r, 

(o;v,) (t)= [v,(t+r)-2v,(t)+v,(t-r)]/r2 , 

1 1 1 
v,14 (t) = 4v,(t+r)+ 2 v,(t)+ 4 v, (t- r), (4.1) 

for v, E E, (0, T + r; Vh), we introduce the following discrete-time Galerkin approxi­
mation of the optimal conttol problem (G): 

PROBLEM (D). Find u~, E Uk,t such that 

J (u~,ro Yh,,(u~,,))"(J (uk,., Jh,,(uk,,)) Vuk,< E Uk,o 

where Yh,, (uk, ,) is the solution of the discrete state equation 

(o;Jh,,(t),vh)+a(yh,</ 4 (t),vh)=(Bukjt),vh) VvhEVh, tE[r,T] (4.2) 

provided that 

(4.2a) 

It can be shown [2, 3] that (D), as a standard finite-dimensional convex program­
ming problem, admits a unique solution u~,,. Applying Corollary 3.1 we can establish, 
by a simple modification of general convergence results in [3], the following rate of 
convergence estimate for the finite-dimensional approximation of (G): 

CoROLLARY 4.1. If the assu111ptions of Corollary 3.1 hold, then 

llu0
- u~,,lb(HO) =0 (r+h+k). • 

Recall that the last result applies to the general class of problems containing (P) 
as a special case. It means that (P) can be used for numerical verification of the thesis 
in Corollary 4.1. Some results of such a test are presented in the next paragraph. 

4.2. A numerical experiment 

. The computational test was carried over for a different values of parametres. 
We give below results obtained for 

Y!(X)=sinx, y 2 (x)=0, T=1, y=0.5. 

Some other results can be found in [3]. 

The integral equation (2.17) was solved with a high accuracy using a standard 
numerical procedure FRH2 [8]. A finite-dimensional approximation of (P) was 
introduced according to the general scheme (D). A discrete solution of this problem 
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was obtained by conjugate gradient optimization algorithm GSPRl [9], where the 
gradient was calculated according to formula (3.10). 

In Fig. 1 we present in a graphical form the results obtained for a decreasing 
sequence of the discretization parameters -r, h, k={0.2, 0.1, 0.05, 0.025}. 
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Fig. 2. Convergence of approximation 

These results imply that for sufficiently small values of discretization parameters, 
the convergence to zero of the approximation error 

e = IJuo- u:, ,lb (O, T)/JluoJb (O, T) 

is close to linear what confirms the thesis of Corollary 4.1. The last fact is 
illustrate,d in Fig. 2. 
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