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A definition of a repetitive control has been formulated. A continuity of performance index
with respect to the repetitive control has been proved for linear-quadratic problems. The continuity
implies existence of a suboptimal control arbitrarily close to optimal.

1. Introduction

Repetitive mode of controlling is one of the most efficient methods of managing
objects with a long time horizon. The choice of lengths of a repetition period and
of a planning horizon is based in majority of cases on intuition. A more objective
approach has been proposed in [1]. The crucial point of that approach consists in
a theorem on existence of a p-satisfying suboptimal control (derived for linear-
quadratic problems) which may be understood in terms of a continuity of perfor-
mance index with respect to suboptimal control. This theorem will be formulated
and proved in the paper.

2. Repetitive control definition

A notion of a repetitive control although commonly known has been rarely
defined in a formal way. For the purpose of the article following definition will be
introduced (Figure presents the repetitive control idea).

DermNiTION. The mode of controlling an object will be called repefitive iff
a control u* consists of the sequence {u};}Y_,, whereas u is found for each
(repetition) period [T}.;, 7] by solving the problem:
Ti—y+T*

w=arg min {0, ()= [ fo (% (0), (), ) dt} @)
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with constraints
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Illustration of the repetitive control

where

x:(t) € R", u,(¢t) € R, z (¢t) € R?, ze C@ is a non-controlled input (a determinis-
tic disturbance — [3]) known for-t e [T_{, Ty +T*];

T* is a planning horizon i.e. a period for which the problem (1) is to be solved;

T,,é Tw—Ty_1 is a repetition period i.e. a period after which a new problem (1)
is to be solved, thus the control u, obtained from (1) is applied to the process (2)
for aninterval [T} _q, T;1;

TeT = [Tonins Tmax) 18 @an optimization horizon whereas T,,;, and T,,. result e.g.
from a technical realization of the control process, thus 0 <7, <T,<T*<T< T <
< 0.

For convinience parameters « and f which are reduced — with respect ot the
optimization horizon 7'— lengths of 7% and 7, will be defined as:

=TT and p=T,/T
(obviously 0<o,,<p<a<]  where g,,, corresponds to Ti;,)-

1) A more general formulation of constraints is possible as well.
2) The repetition period number — N — follows e.g. from an assumption that after the moment

T-T* has been reached the control is to be realized continuously; it is assumed that T-T* is
divisible by T5,.
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The performance index for the whole control period [0, 77, in case of repetitively
controlled objects, consists of the sum of indices computed for each period
[Tk— 1s T, k] :

N
g*= > 0ulx, u) 3)
k=1

where x; € C" is a trajectory corresponding to u; € U* (U* is in general a set
of acceptable controls).

It is easy to see that the index (3) is a function of parameters o and f which
characterize the planning horizon 7* and the repetition period 7,. These para-
meters describe two aspects of the repetitive control:

o — the smaller o the shorter the interval for which the non-controlled input
z (¢) must be known (e.g. disturbance forecast) but, the worse quality of controlling
(in terms of Q%) is obtained;

p — the larger f the fewer repetitions of computing (and of controlling, of course)

are to be performed, but, the longer is the period in which one uses non-reliabe
(might be) disturbance forecast.

A user (decision maker) trying to achieve the best global effect of controlling,
should be interested in knowing properties of the relationship Q% (e, f): e.g. if
this characteristic is flat he can choose such (e, £) that economic costs (computers
memory and time, disturbance forecast length etc.) might be sufficently low while
the performance index O* does not differ very much from an optimal value.

In the paper a simple but important problem of continuity of the performance
index (3) with respect to « and f will be considered. A theorem proving it will be
derived.

Importance of the considered continuity consists in some guaranted area of
changes of ¢ and f§ which do not imply large variation of Q*. Of course, the bigger
is this area the better for the user; however the problem of differentiability or finding
the Lipschitz constants (solution of them could analitically clarify sensitivity of Q*
with respect to « and f changes) surpasses the scope of the paper. The attention has
been paid to the continuity which is a primal notion for the sensitivity mentioned
above.

In order to achieve a reference level, in the paper the optimal control for the pro-
cess % (£)=f(x (), u(t), z(r)), x 0)=x° te[0, T] will be understood as

Y T
a=arg min {Q (@, x)= [ fo (x, (), u (@), ) dr} )

where z (¢) is a non-controlled input known for the whole optimization period [0, T].
The continuity of Q* with respect to « and f may be reformulated in terms
of existence of a suboptimal control (repetitive 7,= 7, based on planning horizon

T*=uT) close to optimal. In the paper existence of such a control determined by «
. and f will be proved.
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DeriNiTioN. The control de U is called to be p-satisfying iff
0 @—-0 @<p

where: QO (i) — optimal performance index value, Q (%) — performance index
value obtained for a suboptimal control .

3. The theorem on existence of a p-satisfying suboptimal control

In this section a theorem generalizing the idea of continuity of performance
index with respect to control will be formulated and proved.
In order to obtain a concise and analytical proof the problem will be formulated
“in terms of linear-quadratic problem. Thus instead of (1) and (2) one has — respecti-
vely —

Tg—1+T*

wp=argmin [0, (o w)= [ (F OP@OXO+u{ () RE) (1)) di}  (12)
%)= 4 (1) (D +B @) () +2 (). (22)

The rest of formulae remains unchanged.

THEOREM. For any linear process.
% ()=A(@) x(0)+B @) u(@)+2(); 1€ [t, 16,
x (0)=x°

with quadratic performance index
ta
0 (x, u) =_;_ f ETOPE@) x@)+u" @) R u () dt
ty

there exists a (suboptimal) control u*, repetitive with a repetition period T,=fT,
found for a planning horizon T* =T (0<0,,;, < << 1), which is arbitrarily close
to optimal; hence u* is a p-satisfying control. Moreover the performance index
0 is continuous with respect to « and f.

Proof. There have been shown in [1] several continuities in C-spaces:
1° The solution of Riccati equation X (¢; T)e R**"

K({t;T)=—K(t; T)A(t)—AT () K(t; T)+

+K(; T)SE)K@; T)—P() for telty,t,+T]
K(T;T)=0

K(1;T)=0 for te{O\[t;, t,+T]}

A
Te[Tym t,—1,]=T
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is continuous on rectange @x.7 and moreover K(-; T)eCp*" is continuous
on interval 7 (with respect to T€ 7); Cg*" is an nxn product of C -spaces of
continuous functions over ©; S (t)==B (t) R~* (t) BT (¢).
2° The solution of linear differential equation:
h(t; T, K)=—(A(t)=S(t) K(t; T) h(t; T, K)+
+K(@;T)-z(t) for te[ty,t,+T]
h(T:T,K)=0
h(t;T,K)=0 for rte{O\[t,,+T]}
h(:; T,K)eC® is continuous with respect to (7, K) on product 7 X #, where
K= CY N,
3° The solution of state equation:
(A@)—5 () K(t; T)) x(t; T, K, B)+S(t) - h(t; T,K)+
%(t; T, K, b= +z(t) for te[t,y,+T)
A@) x (T, K +z@) for te{O\[t, t,+T1}
x(ti; T, K, i)=x°
x(; T, K, h)eC® is continuous with respect to (7, K, ) on product 7 x A x H#
(cch).

4° A mapping transforming the set of lengths of horizons — 7 < #! — into a set
of controls UcCU, defined as follows

u(-3 T)=R-(:)BY(-)(h(-; T, K)—K(:; T)x(* ; T, h))
ur=u(+; T)e U= C®
up: T =>U
is continuous, where
U= {up: up(t; T)=R~ (t) B* (1) »
x[h(t; T, K)—K(t; T) x(1; T, K, h)] 1€0, Te T }.

Basing on a well known theorem that every continuous mapping transforms

a compact set into a compact set, now the theorem will be proved since one shows
that:

5° A mapping Q* transforming a set of controls u* € U*<L% [t,, t,] into R!, de-
fined as follows:

Q*: U*>R!

0 =7 ¥ [ (IO PO O+ O RO, 0) de

k=1 Tx-1

is continuous, where x} (f) is a trajectory corresponding to the control uy (1)
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6’ A mapping u* given as follows:
w*: R B L [0, T]
u, (t;07) for  te[0, ST

w* e Uk == u*:u*(t;oc,ﬂ):é—f w(t; 0Ty for te[(k—1) BT, T

uy(t; 0Ty  for te[T—o7,T]
oTeT <R, pTeT R, «=f, w(,al)SC_sr o1
u*eU*<L§ [0, T]

is continuous.

The proof of 5° is elementary; the 6° will be proved in Appendix. Thus to con-
clude the proof of the theorem it is sufficient to notice that:

(a) because of the contunuity of mappings Q and u* and of the compactness
of I X7 the mapping Q (u*): R! X R'—R*' is continuous also;

(b) because of the latter continuity and the compactness of J xX.J

Vp>036>0 s.t.]/(oc—-l)2+ﬂ2 <d=Q(u*(-;0,0)—Qu*(; 1,0)){<,p. B

4. V Conclusing remarks

The theorem proved above states that the repetitive mode of controlling may be
as good as a continuous one when disturbance forecasts are known- sufficiently
well for each planning horizon. Thus the paper has examined interrelationships
between the dynamics of object as well as non-stochastic disturbance and lengths
of planning horizon and repetition period only.

The importance of that theorem consists in a possibility of a decomposition in
time of a control problem. They are in general two groups of user’s needs for which
the theorem might turn out useful:

1° to spare memory of a computer;

2° to adjust in proper moments the control according to revised disturbance
forecasts.

Ad 1°. The theorem may lead to determination — following [1]— of lengths
of T* and T, for which the loss of optimality is to be neglected, sparing memory
of a computer.

Ad 2°. In case investigated in the paper the theorem guarantees continuity
of performance index; it makes in turn possible to choose such a pair of (7%, T})
reasonable from the economical point of view and giving sufficiently good Q%*.
In practice disturbance forecast become worse with time thus one applies for a new
repetition period a control based on revised forecast. As it has been stated yet the
problem of taking into account & stochastic character of disturbance surpasses the
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scope of the paper; however it is easy (intuitively) to see that making assumption
on forecast weaker (e.g. there is known its covariance and the latter increases with
time) should even facilitate the proof of a similar theorem formulated in stochastic
terms. In [1] an algorithm finding satisfying (T*, T,) is presented ; it takes into account
various aspects of a real control process. Some practical results obtained on the
base of the presented approach are to be found in [1] and [2].

Next steps of research into sensitivity of performance index to suboptimal
control and inclusion of the stochastic character of disturbance should become
subject of further investigation.

Appendix
A mapping u* given in 6° is continuous.
Proof. The sta;.tement will be proved since one shows that
Ve>0 36>0 st
Vie—a+(B—F) <o=u*(-; a, H—u*(-; o', B)l|<e.

Because of the compactness of 7 X7 a (e, f) the problem boils down into two
independent:

(@ Ve>0 36>0 st |e—a'|<d=|u*( ;0 H—u*(-; o pll<e;
(b) Ve>0 36>0 st |B—pl<o=|u* (5o B)—u*(-;a B)<e.

The norm of u*(-; «, f) in LI [0, T'] is of the form:

lo* (s o Bll= 3 x5 o B)lI= D) [ (uats o, B)*

k=1 Tg-1

thus because of N<oo it is sufficient to consider continuities (a) and (b) in an
interval [T,_,, T.].

The validity of (a) follows from lemmae proved in [1] and recalled in the paper
as 1°, 2°, 3% and 4° and from the theorem on continuity of a differential equation
with respect to initial conditions. Indeed

T

i (-5 00 A=y (50, Bli= [ (R=1(t) BT (2) (e (t; 2T, K)—

— K (t; oT) %, (t; 0T, Ky, b)) +R™1(t) BT (1) (i (t; 0" T, K;)—
=Ky (t; &' T) x,(t; &'T, Ky, }1;))]2 dt<(T,—Ti—)|R™* ()BT ()|[x
x (U= Ayl + K — Kl + [ — %D w=z> 0 (AD)

where for convenience arguments have been omitted and with, perturbated values
have been denoted (e.g. k,"éhk( 5'T, K(+ 5 «'T))).
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In case of proving the validity of (b) one should notice that the interval [T}_,, T}]
consists of the two following subintervals (except the last interval which is close
to optimal by definition):

[Ti-1, T ]=[(k—1) BT, kB TIVkB'T, kBT].
Thus the norm in that case may be bounded
i (5 00 B) =1 (-5 a, BIIS (K — (= 1) B) T - max [ud (15, B) — il (25, B')| +
(B ) T+ max i (65w, )—uis (5, f)l<c.  (A2)

When p’'—f the first term in (A2) goes to zero because of 4° (the intervals (hori-
zons) [(k—1) BT, (k—1) pT+aT] and [(k—1) B'T, (k—1) ' T+aT'] for which both
controls have been found become close one to another) and because of the conti-
nuity of solution of the differential equation with respect to initial conditions; the
second term goes to zero when p’—f because both controls are continuous in

[kp" T, kfT]. E
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Twierdzenie o istnieniu sterowania suboptymalnego spelnia-
jacego warunek p-dokladnos$ci dia ukladéw liniowo-kwadrato-
wych sterowanych repetycyjnie

Podano definicje sterowania repetycyjnego. Udowodniono ciagtoé¢ wskaznika jakosci wzgledem
tego sterowania dla uktadoéw liniowo-kwadratowych., Ciagloéé ta implikuje istnienie sterowania
suboptymalnego dowolnie zblizonego do sterowania optymalnego.

Teopema o cymiecTeoBaHmH CYGONTHMAIBHOIO —YHPABJICHHS
YZOBJICTBOPSIOMIEr0 YCJOBHS p-TOMHOCTH [  JGHeliHo-
~KBAAPATHBIX CHCTEM HOBTOPHEMO YUPABJSIEMBIX

Haercs omperenieR¥e IIOBTOPSEMOre ympasieHus. JIOKasaHA HEIPEPHIBHOCTE MOKA3ATSNIS
Ka9eCTBa N0 OTHOIICHUIO K 3TOMY YIPABICHUIO I TRHEHHO-KBAOPATHEIX CUCTeM. VI3 3Tolt Hempe-
DBIBHOCTH CIICAYET CyLIECTBOBaHWE CyOONTEMANBHOTO YIOPABJIEHHS IPOH3BOJIBHO ONM3KOTO
ONTUMAILHOMY YIPABICHEIO.




