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The paper presents the possible usefuln~.ss of optimization methods in the process of computer­
-aided decision-making and demonstni.tes results of computational experiments with a multicri­
teria model of national economy. The computer procedure which finds Pareto-optimal solutions 
of the model subject to given values of reference objectives is described. The method of penalty 
scalarizing function is used for this purpose. The results of computational experiments with this 
procedure are presented. Various Pareto-optimal solutions for different reference objectives are 
obtained. 

1. Introduction 

The aim of this paper is to present possible usefulness of optimization methods 
in the process of computer-aided decision-making and to demonstrate results of 
computational experiments with a rnulticriteria model of national economy. 

The polioptimal, dynamic, national economy model formulated in [2] is in­
vestigated. It is a revised version of the model originally presented in [3]. It could 
be applied for analysis of the consequences of various economic decisions. 

The model is to be used by a decision-maker. He usually has various goals, 
which often can not be achieved simultaneously. Thus, one should look for a com­
promise solution. The solution is obtained based on the methodology proposed 
by Wierzbicki [10] (see also March and Sirnon [5]). The decision-maker selects 
the appropriate solution by analysing various Pareto-optirnal solutions. The Pareto­
-optimal solutions can be obtained by the method of minimization of scalarizing 
functions which depend on the aspiration levels of the decision-maker. Elaboration 
of the model which could be useful in the decision-making process requires the 
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preparation of a computer program, which findspolioptimal solutions of the model 
for various, alternatively selected, aspiration levels of the decision-maker. In the 
paper we present the results of computational experience with such a program 
prepared for the above mentioned model described in [2]. In the program, the 
penalty scalarizng function defined by A. Wierzbicki [10, 11] is used. 

2. Problem Formulation 

2.1. Description of a Multicriteria Problem 

It is assumed that there exists a set Q of feasible decisions and a set Q0 c Rn 
of attainable points in a performance space (the space of values of the objective 
function). Q is usually described by a set of constraints. If f denotes a performance 
function, then Q0 is the image of Q: 

Qo=f(Q). 

We assume that Rn is ordered in the usual way: 

(1) 

and the norm in Rn is defined as: 

(2) 

where a;> 0 are weighting coefficients. 

We describe a multicriteria problem symbolically by: 

min q (3) 
qEQo 

and define the solution of (3) to be any Pareto-optimal point ij E Q0 c Rn. 

Definition 1. A point ij E Q0 is Pareto-minimal if and only if for every q, such 
that q; <i}; for some index i and q1"(ij1,f:f. i, the point q does not belong to the set Q0 • 

Equivalently: 

ij E Q0 is Pareto-minimal iff 

Q0 n{qeE; q-ij"(O}={ij}. 
(4) 

The considered multicriteria nonlinear, dynamic optimization problem is of t~e 
form: 

minf(x, u), where f=(ft, ... ,/,), 
u 

(5) 
r,.·. RI·TxRs·T ~Rl, · 1 Ji z= , ... ,n 
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subject to constraints: 

Xr+l =t!>xr+h (u1); t=O, 1, ... , T-1 

• 

where: 

h is a linear function and function g is assumed to be nonlinear; · 
u1 denote control variables, u1 E R• and u={u,}i;:0

1
; 

Xr denote state variables, Xr E R1 and x={x (u)r}i'=1 ; 

t!> is a constant 1 x I matrix; 
u E UncR•·T, where Uv is defined by the constraints (6-9). 
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(6) 

(7) 

(8) 

(9) 

The function f transforms the set Un into the set Q0 of attainable points since 
the values of x (u) are defined uniquely by (6), (7) for given values of u. 

2.2. Penalty Scalarizing Function 

A penalty scalarizing function in the performance space - R" can be defined 
in the following way: 

(10) 

In the formula (10) one can use any norm in R". We choose the norm defined 
by the expression (2) only to assure the differentiability of the functional f at every 
point and the second differentiability at almost every point. 

If qeQ0 -{qeR"; q;?!O}, where Q0 cQ0 is the set of Pareto-optimal points, 
then q=arg min f (q, q) is Pareto-minimal. 

qEQo 

If q e Q0 then q=arg min f (q, q) is Pareto-minimal and q=q. 
qEQo 

If q e int Q0 then q=arg min f (q, q) is not necessarily Pareto-minimal (it is 
qEQo 

only Pareto e-minimal with e::;;;(1/p)). 

Changing q eR" one can achieve any point q e Q0 (see [10, 11]). 

For the problem (5-9) the scalarizing penalty function (10) assumes the form: 

n 

f (u;f)=p}; a;[max (O,.ft (x (u), u)-/;)]2 + 
l= 1 n ' 

-}; 0'; (.ft (x (u), u)-f,)Z, (11) 
i= 1 

where .fz are the reference objectives. 

After scalarization one has to solve the optimization problem with one perform­
ance critedon (11) subject to the constraints (6-9). 



/ 

60 W. CHMIELARZ, K. CICHOCKI, A STACHURSKI 

3. Description of Optimization Procedure 

The optimization problem (11), (6-9) is solved with the help of the modified 
version of the augmented Lagrangian method. The ~constraints (8) are included 
into the augmented Lagrange functional L (u, Z, 17), ([1, 7]): 

L (u, Z, 17)=/ (u;f)+ 
1 p 1 p 

+2 _27fmax(O,Zi+11 · g;(x(u),u))Y-2 _27zJ. (12) 
YJ j=l 11 j=l 

Where 11>0 is a penalty parameter, while Z e RP denotes a shifting parameter. 
Then, the augmented Lagrangian is minimized subject to the constraints (6), (7) 
and (9). The values of penalty parameter YJ and shifting parameter Z are changed 
according to the commonly used rules (see [1, 4, 7]). 

The constraint minimization problem (12), (6), (7), (9) with constant values 
of 11 and Z is solved in the control space (for details see [4]). The adjoint equations 
are introduced to derive the gradient of the augmented Lagrangian with respect 
to control variables. 

We used the modified conjugate gradient method. The modification consists 
iri the projection of a search descent direction on a subset of active constraints 
from the set (9). 

4. Formulation of the Model 

It is assumed that the formulation of the model should ensure a compromise 
between the following phenomena: maximization of consumption and maximization 
of capital stocks in each sector of the economy and minimization of the foreign 
debt level for the economy as a whole over a considered time period. 

Therefore~ the model's objective is defined as follows: 

minimize S1, t=l, ... , T 

maximize K 11 , t=l, ... , T; j=1, ... ,m 

maximize CtJ> t==O, ... ,T-1, j=l, ... ,m 
where: 

St is the level of foreign debt of the national economy at time instant t. 
KtJ is the level of capital stocks in sector j at time t. 
Cu is the consumption level in sector j at time t. 

(13) 

(14) 

(15) 

T is the length of the investigated time period; m is the number of sectors 
in the economy. 

The difference state equations (6) have the following form in the model: 

(16) 



Experiments with the penalty 61 
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where: 

D - is a diagonal matrix of depreciation coefficients of capital, 
vtj - is an investment level of sector j at time t. 

Equation (16) describes the accumulation process of capital stockS. 

Ill 

S1 + 1 =(1 +r) S 1 +}; {((l-A+G)- 1 [(B-B) V1+ Cr+Er+ 
j=1 

---._ -Mr])1+tHVt);+MtJ-Eti} (17) 

where: 

A - is a matrix of input-output coefficients, 
Mt- is a vector of consumption imports, M 1=(1Yfrl> ... , M 1m), 
Et- is a vector of given real exports, Et=(Erl> .. . ,Er111), 

G - is the average propensity to import for production (diagonal matrix), 
B - is a total capital coefficient investment matrix, 
B - is an imported capital coefficient investment matrix, 
H - is a matrix of the average propensity to import for investment in sectors. 
r - is a rate of interest. 

Equation (17) describes the process of accumulation of the foreign debt. 
There are the initial conditions on the state variables K and S: 

(18) 

(19) 

The expression which appears in equality (17) ({I-A+G)- 1 [(B-B)Vr+Ct+ 
+ E1 - M 1]}) represents the production derived from a balance equation of the form: 

where: 

Pti=(GYr)1+Mt1+(BVt)J, 

lu=(BVt)J, j= 1, ... , m 

and the vector of real exports Er is assumed to be given exogeneously. 

(20) 

(21) 

(22) 

The factor Blj VtJ represents the flow of imported investment goods i to differ­
ent sectors j of the economy. The term (HVr)1 in equation (17) represents the values 
of goods imported for investment purposes in investing sector j. 

The inequalities (8) represent production possibilities constraints: 

{(I-A+ G)- 1 [(B-B) Vr+C1+Mt-Er]L!(FJ (KtJ> LtJ), (23) 

where LtJ is the level of employment in sector j at time t. Inequality (23) describes 
the fact that global production can not exceed the production possibilities F1 ( • ). 

As the function FJ we apply the constant elasticity of substitution production 
function- CES: ,.. 

j=l, ... ,m, (24) 
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where: 

ct.1 e'-1 1 -parameter of technical progress, 
. J1 - distribution parameter, 
p1 ~ substitution parameter, 
v1 - parameter of returns to scale (homogeneity degree of function F1). 

Additionally the constraint describing distribution of employment level over 
time is assumed in the model: 

m 

_2 Ltj~Lt, Vt=l, ... ,T-1 (25) 
J=1 

where: 

L1 - is the total number of employees in the economy. 

The variables C1 , L1, V1, M 1 are control variables. They are nonnegative and . 
additionally it is assumed that the consumption can not be lower than a given sub­
sistence level: 

The penalty scalarizing function for our example can be formulated as: 

J(C, V,L,M; C,K,S)=p{~ a5 (max(O,S1-S1))
2 + 

T m 

+}; .}; aK (max (0, Ku- Ku))2 + 
t= 1 j= 1 

T-1 m . } { T 

+ 6 ~ ac (max (0, Cti- Cu))2 + ~ as (S1 - S1)
2 + 

T m T-1 m } 

+ ~ ~aK(KtJ-Ku)2 + 6 ~ac(CtJ-cty, 

(26) 

(27) 

(28) 

where C, K, S are reference objectives and a5 , aK, at; are weighting coefficients 
(cf. (10), (11)). 

5. Analysis of Computational Results 

The computations are carried -out for the nine sectors of the Polish economy: 
(1) energy, (2) metalmachine industry, (3) chemistry, (4) construction materials and 
ceramics, (5) forestry and timber industry, (6) light industry, (7) food and agri­
cqlture, (8) construction, (9) services. For each sector the major growth paths of the 
economy: investment, employment, consumption import, consumption, foreign 
debt of the economy (with . credits included) and capital, defined as fixed assets 
are calculated. 
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The data used are based on official statistics given in the Statistical Yearbooks 
of Poland [12] and materials of the Planning Institute.' Data concerning foreing 
credits are derived from publication by I. Stankowsky [8]. Parameters of the CES 
production function are taken from M. Tylec and I. Woroniecka [9]. 

One can obtain any Pareto-optimal point by an appropriate minimization of 
the penalty scalarizing function. This . can be done in two different ways: 

-by changing the weighting coefficients as, aK, ac, with any, not attainable 
reference point q given, ' 

-by changing the reference objectives q, with given values of weighting co­
efficients and penalty parameter p. 

Both approaches have economic interpretation, although the second one seems 
to be more explicit. 

In this paper the second way is used. It is done in two stages. In the first one the 
values of parameters as, aK, ac, are selected. 

In the second stage, which must follow the first one, variations of reference 
objectives take place. The above described first stage is realized in three substeps 
of the following interactive procedure of utilization of the penalty scalarizing func­
tion while the second one is simply its fourth step: 

1° Select q based on previous numerical experiments. , 
2° Find experimentally "the best" parameter p with some approximate values of 

weighting coefficients a. 
3° Determine experimentally "the best" values of a with constant value of p, eva­

luated in the previous step. 
4° Analyse different alternatives for various reference objectives. 

The real values of performance variables are assumed as the initial reference 
values ij in step 1°. They are needed only for analytical purposes. Previously obtained 
numerical results, described e.g.- in [2] justify such selection. From this expe­
riments follow also, in the second step, the chosen values of as, aK, ac. Usually the 
initial choice should be the result of the _ user's experience and knowledge about 
the nature of the economic problem and the solution method applied. 

Consistently with the second step of the procedure we start with the numerical 
selection of penalty parameter p. The experiments have been carried out for p= 
=2, 10, 50, 100, 500 ap.d 10 000. The most suitable values of p can be selected 
separately for: 

1. the consumption trajectory- p=50 (Fig. 1) 
2. the capital stock trajectory- p=50 (Fig. 3) 
3. the investment trajectory- p=500 (Fig. 2) 
4. the foreign debt trajectory- p= 100 (Fig. 4) 

The best selection is definec as such, for/ which the sum of deviations (computed 
for every year of the considered time period) of the . model trajectory and the real 
one is minimum. We ha_ve chosen the value p=lOO-for further computations. In the 
third step of the procedure the weighting coefficients ac, aK, as are changed. They 
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do not vary through sectors. From the previous computational ·experiments the 
basic values a5 =l, aK=3 and ac=5 are chosen. The influence of changes of one 
weighting parameter with constant values of the two other ones is investigated. 
The extreme values of a are respectively 0.5 and 100. The figures 5 _to 8 present 
the influence of changes of a on the model solutions and justify the selection of the 
above values. 

One can obtain more accurate (closer to real) trajectories for selected model va­
riables. This however results in a simultaneous deterioration of the other trajectories. 
Various, investigated values of weighting coefficients are given below: 

Table 1 

No a. (J'k ac 

1. 1. 3. 5. 
2. 0.5 3. 5. 
3. 100 3. 5. 
4. 1. 3. 0.5 
5. 1. 3. 100. 
6. 1. 0.5 5. 
7. 1. 100. 5. 

In the fourth step the influence of the reference objectives on the model solutions 
is investigated. Two alternative values for the aspirations trajectories of capital 
stocks and foreign debt are assumed. They are obtained by multiplication of the 
real values of the trajectory in consecutive years by 1.5 or 0.7 respectively. The 
desired trajectories of consumption are changed by adding some corrections to 
the values of the basic year 1976. In the fi_st case the new values are below the real 
path of consumption, in the second one, they are above real consumption. Both 
cases yield nondecreasing desired trajectories. The results are presented in 
Fig. 9, 10, 11, 12. One can observe that for all values of the parameters 
and reference objectives the paths of foreign debt are unsatisfactory. The values 
of foreign debt in most cases are lower than the real ones during the first years ' of 
the considered time period and considerably greater than the real ones, at the end 
of the time period. Such exponential growth is undesirable. One can conjecture 
that the structure of the model is unsatisfactory and should be verified. However, 
verification of the model is not the subject of this paper. Therefore, the thorough 
analysis ojr the influence of reference point selection on model solution has not 
been presented. 

6. Concluding Remarks 

The paper contributes to the investigations concerned with the efectiveness 
of application of numerical optimization methods to the solution of polioptimal, 
dynamic national economy model. A multicriteria, economic model, also the one 



Experiments with the penalty 71 

presented in the paper, can be successfully solved with the help of these methods. 
The model itself, when carefully elaborated, can be a very useful tod in the decision 
making process. The application of the penalty scalarizing function allo.vs for 
generating various alternatives of economic development which can reflect different 
aspiration levels of the decision maker. 

In fact, one can observe in figures 9-12 that we have achieved completely differ­
ent solutions for different reference objectives. One can comider our attempt of 
application of the penalty scalarizing function to solving a nonlinear, dynamic 
model, successful. To the authors knowledge it is the first attempt. 

The obtained Pareto-optimal solutions for the dynamic model of the Polish 
economy are not fully satisfactory. This is mainly due to the deficiences of the model 
structure and also 9-ue to inconsistency of the data. In result of these deficiences the 
foreign debt- trajectory calculated by the model deviates too much from the real 
trajectory. Therefore, the model, in its present form, can not be directly applied 
by a decision maker. 

However, the obtained introductory results se~m to be encouraging. They allow 
to hope that it might be possible to elaborate a dynamic model useful for a decision 
maker. 
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Eksperymenty ze skalaryzujqcq funkcjq kary dla 
nieliniowego wielokryterialnego zadania optymalizacji 

Praca wykazuje pot'encjaln~t uzytecznosc metod optymalizacji w procesie wspomaganego kom­
puterowo podejmowania decyzji i przedstawia wyniki eksperyment6w komputerowych z wielo­
kryterialnym modelem gospodarki narodowej. Opisano procedure< komputerow~t, kt6ra znajduje 
rozwi~tzanie Paretu optymalne modelu odpowiadaj~tce zadanym wartoscicm punkt6w odniesienia. 
Dla tego celu uzyto metody skalaryzuj~tcej funbji kary. Przedstawiono wyniki t:ksperyment6w 
obliczeniowych uzyskanych orzy pomocy tej procedury. Osi~tgnie<to r6zne rozwitlzania Pareto-op­
tymalne dla r6znych punkl6w odniesienia. 

3KcnepiiMeHThl CO CKaJIHpH3HpYIO"-eii clJynK~eii lUTPaclJa 
,n:Jia uemmeiinoii MHoroKpHTepuaJILnoii 3a,n:a'IH ODTHMH3aQuu 

B pa6oTe IIOKa3aHa IIOTeHin!:aJibHaJI IIOJIC3HOCTb MeTO.D;OB OIITI!Mli3aiiifll, B npon;ecce npH· 
HJITi.Ul pemeHHH C )KITOJib30BaBl!eM 3BM H npe,n;cTaBJiem.r pe3yJibTaTbi Bbl'IHCJIHTeJibHbiX 3KCne­
pHMeHTOB C MHOfOKpHTepH:aJibHOii' MO.D;eJibiO Hapo,n;aoro X03liii'CTBa. Omrcalla Bbl'Iil:CJll!TeJibHast 
rrpon;e;zypa, KOTOpaJI HaXO,n;HT OnTHMaJibm.re IIO TiapeTO pemeHHJI MO,n;eJIH:, COOTBeTCTB)'Klii.J;He 
3a,n;aliHbiM 3Ha'!eHHJIM TO'IeK OTlieCeBl!JI. ,}J;JIH 3TO:i!' I.J;eJIH: HCITOJib3)'KlTCH MeTO.D;bi CKaliHpH3HPYIOII.J;e:ii 
<f>yRKD;HH illTpa<f>a. llpe,n;CTaBJieHbi pe3yJibTaTbi 'IHCJieHH.biX 3KCIIepHMeHTOB, IIOJiy'!eliHbJX C IIO· 
MOID;biO 3Toii' rrpon:e;zyphr. TioJiyqem.r pa3lihie onTHMaJibHbie rro TiapeTo pemeHHJI ,n;JIH pa3m.rx 
TO'IeK OTHeCeBl!H. 
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News and Announcements 

11th IFIP Conference on System Modelling and Optimization 
(Copenhagen, Denmark, July 25-29,: 1983) 

The aim of the conference is to discuss recent advances in the mathematical 
description of engineering socio-technical and socio-economic systems as well as 
in their optimization. The conference will be focused around the following areas: 

- optimal control of systems governed by differential and integral equation , 
- stochastic modelling and control, 
- mathematical programming, theory and algorithms, 
- large-scale optimization problems, 
- integer and combinatorial programming, 
- computational complexity of algorithms, 
- mathematical economics, 
- modelling of energy systems, 
- traffic and transportation planning, 
- location and allocation models, 
- uncertainty modelling of engineering systems, 
- modelling of space structures, 
- modelling of offshore structures, 
- biomedical modelling. 

Abstracts 

Abstracts of papers for presentation to the conference should be submitted to 
the secretariat by December 31, 1982. They should be of approximately 2 pages 
in length and describe original unpublished results by their authors. Notification 
of acceptance will be delivered by March 1, 1983. 

Mailing Address: Prof. P. Thoft-Christensen, -11th IFIP Conference Director, 
Institute of Building Technology and Structural Engineering, Aalborg University 
Centre, P. 0. Box 159, .DK-9100 Aalborg, Denmark. Telephone: International 
+45 8 138788. 



General Information: 

The conference will be held at the Technical University of Denmark (DTH), 
Lyngby. The conference language is English and typescripts of a selection of complete 
papers will be published in the Conference Proceedings. 

The eo-sponsor of the conference is International Federat;on of Operational 
Research Societies (IFORS). 

' 



Instructions to Authors 

"Control and Cybernetics" publishes original papers which have not been 
published and will not be simultaneously submitted elsewhere. The preferred langu­
age of the papers is English. 

No paper should exceed in the length 20 typewritten pages (210x297 mm) 
of the text, double spaced and with 50 mm margin on the left-hand side. Manu­
scripts should be submitted in duplicate, typed only on one side of the sheet of paper. 

The plan and form of the submitted manuscripts is as follows: 
1. The heading should include the title, full names and surnames of the authors 

in the alphabetic order, as well as the names and addresses of the institutions they 
represent. The heading should be followed by a concise summary (of approximately 
15 typewritten lines). 

2. Figures, photographs, tables, diagrams etc. should be enclosed to the ma­
nuscript. The texts related should be typed on a separate page. 

3. All elements of mathematical formulae should be typewritten whenever 
possible. A special attention is to be paid towards differentiating between capital 
and small letters. All the Greek letters -appearing in the text should be defined. 
Indices and exponents should be written with a special care. Round brackets should 
not be replaced by the inclined fraction line. 

In general, elements easily confused are to be identified by the appropriate 
previously discussed measures or by a circled word or words explaining the element. 

4. References should be listed in alphabetical order on a separate sheet. For 
journals -the following inf01mation should appear: names (including initials or 
first names) of all authors, full title of paper, and journal name, volume, issue, 
pages, year of publication. Books cited should list author(s), full title, edition, 
place of publication, publisher, and year. Examples are: 

Lukes D. Optimal regulation of nonlinear dynamical systems. SIAM J. Control 7 
(1969) 1, 75-100. 

Athans M., Falb P. 9ptimal Control. New York, Me Graw-Hill 1966. 



Wskazowki dla autorow 

W wydawnictwie ,Control and Cybernetics" drukuje si~ prace oryginalne nie 
publikowane w innych czasopismach. Zalecane jest nadsylanie artykul6w w j~zyku 
angielskim. W przypadku nadeslania artykulu w j~zyku polskim Redakcja moze 
zalecic przetlumaczenie na j~zyk angielski. Obj~tosc artykulu nie powinna prze­
kraczac 1 arkusza wydawniczego; czyli ok. 20 stron maszynopisu formatu A4 z za­
chowaniem i nterlinii i marginesu szerokosci 5 cm z lewej strony. Prace nalezy skladac 
w 2 egzemplarzach. Uklad pracy i forma powinny bye dostosowane do nizej podanych 
wskaz6wek. 

1. W nagl6wku nalezy podac tytul pracy, nast~pnie imi~ (imiona) i nazwisko 
(nazwiska) autora (autor6w) w porzll:dku alfabetycznym oraz nazw~ reprezento­
wanej instytucji i nazw~ mia,sta. Po tytule nalezy umiescic kr6tkie streszczenie 
pracy (do 15 wierszy maszynopisu). Autor6w polskich obowill:zuje zalll:czenie tekstu 
streszczenia i tytulu pracy w j~zyku polskim i w razie mozliwosci w j~zyku ro­
syjskim. 

2. Material ilustracyjny powinien bye dolll:czony na oddzielnych. stronach. 
Podpisy pod rysunki nalezy podae oddzielnie. 

3. Wzory i symbole powinny bye wpisane na maszynie bardzo starannie. . 
Szczeg6lnll: uwag~ nalezy zwr6cie na wyrazne zr6znicowanie malych i duzych 

Iiter. Litery greckie powinny bye objasnione na marginesie. Szczeg6lnie dokladnie 
powihny bye pisane indeksy (wskazniki) i oznaczenie pot~gowe, -Nalezy stosowae 

\ 

nawiasy okrll:gle. 
4. Spis literatury powinien . bye podany na koncu artykulu. Numery pozycji 

literatmy w tekscie zaopatruje si~ w nawiasy kwadratowe. Pozycje literatury po­
winny zawierae nazwisko autora (autor6w) i pierwsze litery imion oraz dokladny 
tytul pracy (w j~zyku oryginalu), a ponadto.: 

a) przy wydawnictwach zwartych (ksi1!:Zki)- miejsce i rok . wydania oraz 
wydawc~; ' 

b) przy artykulach z czasopism: nazw~ czasopisma, n~mer tomu, rok wydania 
i numer bie:Z1!cy. 

Pozycje literatury radzieckiej nalezy pisae alfabetem or ginalnym, czyli tzw. 
grazdank1!. 
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