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Two indirect and two direct model matching adaptive controllers for minimumphase discrete 
time plants are presented in the unified approach. The stability analysis of indirect adaptive 
control system is given. 
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1. Introduction 

D. JANECKI, A. GOSIEWSKI 

- lower and upper bound of b0 

- ·· Euclidean norm 
- absolute value 

The most frequent adaptive control problem statement for minimumphase plant 
with unknown parameters is to choose the plant input sequence in such a way 
that the plant output shall follow the output of the certam model (called some
times the reference model) which represents the desired behaviour of the plant. 
Self Tuning Regulators (STR) is the most intuitive approach to this adaptive con
trol problem. In this approach the unknown plant parameters are recursively esti
mated and, basing on the design procedure for known plant, the regulator para
meters are computed at each discrete time instant using estimated parameters 
instead of the parameters of plant. For estimation purposes the plant model has 
to be parametrized. However, this may be done in various manners allowing vari
ous types of adaptive controllers to be applied. Two of them, called "direct" and 
"indirect", are of special importance. In the indirect adaptive controllers the plant 
model is parametrized in the standard minimal manner [2] (minimal with respect 
to the number of parameters). On the other hand in the direct ones a special 
nonminimal parametrization is applied which allows the direct estimation of regu
lator parameters [1]-[3]. Another interpretation of the direct adaptive controllers 
may be done on the basis of the Model Reference Adaptive Control (MRAC) 
approach [1], [5}. 

The most important problem in adaptive control theory is the global stability 
of adaptive schemes. This stability problem has been positively resolved recently 
for the direct adaptive controllers [1], [5], [6]. 

In this paper two types of indirect adaptive controllers and two types of direct 
ones are presented in the unified approach. One of them, called in the sequel the 
indirect adaptive controller II is a new one. Since up to now the direct controllers 
have been considered most frequently, more attention is paid in this paper to the 
indirect ones (there is some supposition that in the case of the plant with large 
time delay the indirect controllers may have better performance then the direct 
ones). Basing on Goodwin's, Ramadge's and Caines's idea (1] it is proved that 
if some assumptions about estimation algorithm are satisfied the indirect control
lers presented in the paper guarantee the convergence of the error between the 
plant and model reference output to zero and that the proposed ad'!ptive schemes 
are globally stable. 

The paper is organized as follows. The problem statement and the design method 
for known plants are presented in section 2 and 3 respectively. Two indirect 
adaptive controllers are described in section 4 and 5. Next two direct adaptive 
controllers which correspond to two proposed indirect schemes are presented in 
section 6. Some stability results are given in section 7. 
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Notation 

The plant and the controllers will be described in the discrete-time domain 
using a polynomi~l representation. The following notation will be used throughout 
the paper 

F(q-1) =/o +./~ q-1 + ... +f,,f q-n, 

where q- 1 is the backward - shift ope1ator defined as q- 1 u(t)=o u(t-1), fi are 
constant coefficients, nf is the degree of the polynomial F(q- 1). If .f~=l then 
the polynomial F(q- 1

) is said to be monic. If F(z- 1) has all zeros inside the 
closed unit disk then it is said to be Hurwitz polynomial. A polynomial with 
time - · varying coefficients will be denoted respectively by 

F, (q- 1 )= fo (t) +ft (t) q- 1 + ... + J,f (t) q- "r 
lly 

Let G,(q - 1 )= }; gi(t)r 1• Let F,(q- 1)·G,(q- 1 ) and F,(q- 1)G,(q- 1
) be two 

i=O 

kinds of composition of operator polynomials F, (q- 1
), G, (q- 1

) defined respec-
tively by 

11f Ug 

F 1(q- 1)·G,(q - 1) =' I; };(t) I; gi(t)q-(i+jJ 
i = O j=O 

and 
llJ llg 

F,(q- 1)G,(q- 1)= I; /;(t) I; g;(t-i)q-' 1+n 
i = O j=O 

2. Statement of the problem 

Let us assume that the plant to be controlled is a single input - smgle output, 
discrete - - time, linear, time - invariant system 

(J) 

where u (t), y (t) are the plant input and output respectively, d denotes the time 
delay, A (q- 1 ), B(q- 1 ) are the polynomtals of the form 

A (q-1) = 1 +at q-1 + ... +a"•q-na 

B(q- 1)= b0 +b 1 q- 1 + ... +b""q-"", bo#O 

We assume that: 
1. the time delay d is known 
2. the degrees of the polynomials A (q- 1), B(q- 1

) are known 
3. the polynomial B (q- 1) is Hu. witz 

(2) 

(3) 

Define the model whose output YM (t) represents the desired behaviour of the 
plant output. Let this model be described by 

(4) 
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where uM(t) is a bounded command input, AM (q - 1
) is monic and Hurwitz poly

nomial. 
The objective of the control is to determine an appropriate bounded control 

input u U) in such a way that the plant-model output error defined as 

e0 (t)= Y (t)-hr (t) (5) 

shall tend to zero when f->;oo 

REMARKS 

1. Note that we do not assume that an. #0 and bnb #0. Therefore, in fact, only 
some upper bounds on the degrees of the polynomials A (q 1

), B(q- 1
) are 

needed to be known. 
2. The assumption 3 is necessary since the regulator applied cancels the zeros 

of polynomial B(q- 1). 

3. Design of controller for a known plant 

The design method for the plant with known parameters, as a basis fot adap
tive controller design, is derived below. 

Let 
C(q-1)=1 +cl q-1 + ... + Cr.c q-nc 

P(q- 1)=1 +P1 q- 1 + ... +p" q-"p 
p 

be arbitrary Hurwitz polynomials, and let the polynomials 

S(q-1)=1 +sl q-1 + . .. +sd-1 q-d+1 

{6) 

(7) 

(8) 

R (q- 1)=r'0 +r1 q- 1 + ... +r11, q-"', n,=max(nc-d, na - I) (9) 

be the solution of the following polynomial equation 

C(q-1)=S(q-1)A (q-1)+q_,z R(q-1) 

(In appendix B it is shown that the solution of (10) exists and is unique). 
Usmg (1), (5) and (10) we have 

C(q- 1) e0 (t+d)= C(q- 1) y (t+d)-C(q- 1
) YM(t+d)= 

=S (q- 1 ) A (q- 1) y (t+d) + R (q- 1
) y (t) -C (q- 1) YM (t+d)= 

=S (q- 1) B (q- 1) u (t) + R (q- 1) y (t)- c (q - 1) YM (t+d)= 

[ 
T(q-1) R (q-1) C(q-1) ] 

=P(q - 1
) b0 ·u(t)+ P(q- 1) u(t)+ P(q- 1) y(t)- P(q- 1 ) YM(t+d) 

where 
T(q-1) = S (q-1) B (q - 1) - bo p (q-1) 

degree T(q- 1 )=n1=max(nb+d-1, nv) 

( 10) 

(11) 

(12) 

(13) 
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From equation (11) it follows that the control objective (5) is fulfilled by the 
control law 

T(q-1) R (q-1) c (q-1) 
b0 u(t)+ P(q- 1) u(t)+ P(q- 1) y(t)- P(q- 1) YM(t+d)=O (14) 

or equivalently 
f'(q-1) 

u(t)+ P(q-1) (15) 

Summarizing, the design method for known plant can be represented in the 
"following four-step procedure 

1. Choose monic Hurwitz polynomials C(q- 1
), P (q- 1

) 

2. Solve the polynomial equation (10) with respect to S(q- 1), R(q- 1) 

3. Compute the polynomial T(q- 1
) from (12) 

4. Use the control law (14) or (15). 

REMARKS 

1. Substituting the equation (14) into (11) we obtain 

C(q- 1)e0 (t+d) =0 (16) 

It follows from above that the choice of stable polynomial C (q- 1
) affects the 

behaviour of plant only during the transient period i.e. the polynomial C (q- 1
) 

characterizes the regulation property of the control scheme. 
2. Let BM (q- 1)=b"; +b~ q- 1 + ... +b~ q-"b. Assume that b"; i=O and that BM(q- 1

) 

is Hurwitz polynomial. Then choosing 

1 
C(q-1)=AM (q-l)L(q-1) P(q-1)= bM . BM (q-1) L(q-1) (17) 

0 

for an arbitrary monic Hurwitz polynomial L (q- 1), the control scheme without 
the input dynamics may be obtained. 

4. Indirect adaptive controller I 

Two kinds of indirect adaptive controllers are described in this and following 
sections. These controllers do not differ from each other very much and are iden
tical when one assum~s that the value of parameter b0 is known. 

As it has been pointed in the introduction the idea of indirect adaptive control 
is to estimate the unknown parameters of the plant equation (1) recursively and 
to compute the regulator parameters using estimated plant parameters at each step. 
The problem of estimation and regulator parameters computation are discussed in 
the following two subsection. 
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4.1. Plant parameters estimation 

Assume that coefficients of A (q- 1
), B (q- 1

) arc unknown and only time de
lay d aild the degrees of A (q- 1

), B (q- 1
) are known. Let D (q- 1) be an arbitrary 

monic Hurwitz polynomiaP) and define the filtered variables u0 (t), y 0 (t) as 

D(q- 1)u0 (t) = u(t), D(q- 1)y0 (t) = y(t), t= O, 1,2, ... (18) 

where all initial condition, u0 
( -1), u0 (-2), ... , y 0 

( -1), y 0 
( -2), are as-

sumed to be identically zero2). 

From the plant equation (I) it follows that the iiltered variables satisfy the 
equatiOn 

(19) 

Rewrite the equation (19) in the form 

(20) 

where 

Since the vector () is unknown it has to be re::ursively estimated. The stability 
analysis presented in section 6 requires that the sequence of estimates { () (t)} ge
nerated by a recursive algorithm fulfils the following four requirements 
I.l. The sequence { llfJ(t) !l } is bounded. 
1.2. lim llfJ(t+k)-tl(t) II=·O for every finite k 

1.3. lim (1 IJ D ) JJ 2)1 /2 0 t ~OO + , OJ (t 
where variable e e (t) is defined as 

(23) 

and will be called an estimation error 
1.4. The estimate b0 (t) differs from zero for every t. 

The reqmrements I.l - 3 are satisfied by many well known estimation algorithms 
as recursive least squares algorithm and projection algorithm [1}, stochastic ap
proximation algorithm [6], some recursive algorithms derived via the stability 
theory [7], [8]3). 

1
) The choice D(q-') = P(q- 1

) is of special interest. 
2

) If the initial conditions are nonzero an additional exponentially decaying term appears in 
the equation (19). 

3
) It is worth to note that algorithms mentioned (apart from the stochastic approximation 

algorithm) satisfy the stronger condition than required in 1.3, namely 

lim e. (t) = O 
t ~oo 
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However, in order to iulfil the requirement 1.4, some modlfications of the algo
rithm mentioned above are necessary [1 ]. An example of an appropriately modified 
projection algorithm is presented below. 

Assume additionally that the sign of b0 is known and let us assume b0 > 0. 
Let fJ be a positive constant such that O,;;jJ,;;b0. Then the following algorithm 
can be applied. 

1 
. -- - + WD(t)(yD(t)-8(t-J)YwD(t)) 

(1 (t) - B (t l) 1 + llwD (t) 11 2 (24) 

{

() (t) if &: .• + 1(t) ~ fJ . 
() (t)= 1 I I I I 

[81 (t), B2 (t), ... , B,. (t), /3, B,.+2 (t), ... , B,.+,"+1 (t)]T otherwise 
(25) 

(B; (t) denotes i-th element of vector e~ (t)) 
In appendix A it is shown that the algorithm described above fulfils the re

quirements I.l - 4. 

4.2. Computation of regulator parameters 

Define the polynomials 

A,(q- 1)= 1+a1 (t)q- 1 + ... +a, (t)q-"• . 
where ai (t), bi (t) are the current estimates of ai, bi at time t. 

(26) 

(27} 

Let S, (q- 1), R, (q- 1) be the solution of the following polynomial eauation 

C(q -t) == S, (q-1). A, (q-1)+q-d. R, (q- 1) (28) 

where according to (8) and (9) the polynomials S,(q- 1), R,(q - 1) have the form 

S, (q- 1)= 1 +s1(t) q- 1 + ... +sd- 1 (t) q-d + 1 (29) 

R , (q- 1)= r0 (t) + r 1 (t) q- 1 + ... + r,, (t) q-n, (30) 

Define the filtered variables uP (t), y P (t), y~ (t) as 

P(q- 1)uP(t)=u (t), P(q- 1)yP(t)= y(t), P(q- 1)y,~f (t)=y(t) (31) 

Therefore according to (14) the control input is determined by equation 

b0 (t) .J (t) + T, (q- 1) uP (t) + R, (q- 1
) y P (t)- C (q - 1) y:{ (t + d)=O (32) 

where 

(33) 

Since b0 (t)#O (requirement 14) the solution of (32) wi •. h respect to u (t) 
exists . 

Summarizing, the adaptive controller der ived in this section can be represented 
in the form of the following algorithm. 
1. Estimate the parameters of the model (19) by recursive algorithm fulfi ling l.l-4 

(for instance by algorithm described by (24), (25)). 
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2. Using the current estimates of plant paiameters compute the control input 
from (32). 
The steps I, 2 are repeated at each time· f. 
The block diagram of derived adapti 1e controller is presented in fig. I . 

Rys. 1 

r---·---·--·--

; u\( t ; 
i 

~~ H ( t I 

I 

COMPUTATION 
OF 
REGULATOR 
PA.RAMETERS 

11 

11 

-=:::c::-::=-::-·-·--= = = _j=='-11 

A complete analysis of the stability of adaptive system i.e. plant+ adaptive 
controller I, is given in section 6 and appendix B. Below it is only shown that if 
the sequences of plant inputs and outputs are bounded (i.e. the adaptive system 
is stable) the output error e0 converges to zero. 

Actually, it follows from lemma B2 (see appendix B) that for special case 
P(q- 1)=D(q- 1

) the plant output generated by the adaptive system is such that 
the output error e0 (t) satisfies the equation 

C(q- 1) e0 (t +d)= D (q- 1) S1 (q- 1) ee (t+d)+ 
d-1 

+D(q- 1) 2.; s,(t)(B(t+d-i)-B(t)ywv(t+d-i) (s0 (t)=l) (34) 
i = O 

The requirements I.l - -4 imply that if the sequence { 1/wD (t) !I } is bounded, ail 
components of the right side of equation (34) converge to zero, and so does the 
output error e0 . Notice also that, in general, the convergence ee (t)~O does not 
imply that B(t)~e. 

5. Indirect adaptive controller 11 

The adaptive controller described in this section differs from that in section 4 
by a slightly different way of the parametrization of plant. 

Dividing the equation (19) by b0 (we recall that b0 ¥=0) we obtain 

A(q- 1)yD(t)=B(q- 1)uD(t-d) (35) 
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where 

(36) 

(37) 

Using the , notation 

WD(t)=[yD (t), yD (t-1), ... , yD (t-na), -UD (t-d-1), .. . , -UD (f·-d- nb)]T (39) 

the equation (35) can be rewritten in the form 

(40) 

For estimatmg () from (40) let us assume that a recursive algorithm is applied 
which generates the sequence of estimates () (i) satisfing the following require
ments (These requirements are important to ensure the global stability of adap
tive system) 
II.l. The sequence { !lB (t) 11} is bounded 
1!.2. lim IIB(t+k)-B(t) II =O for every finite k 

t-+00 

Il.3. lim (1 11 -v() llz)rtz 0 
t->oo + . (J) t <1 

where the estimation error is defined now as 

. (41) 

11.4. There exist a positive constant a such that for every ldo (t) l ~a. 
If we assume that the sign of a0 is known and positive and ti0 ~a> 0 for a cel'

tain known constant a the following recursive algorithm corresponding to that 
described by (24), (25) can be applied 

, - wv(t)(un(t -d) -lJ(t-l)rwv (t)) 
lJ (t)=e (t -1) + 1 + llwn (t)l!z 

O(t)- . · {
e' (t) if er' (t)~ct. 

_, ) li 1 ( ) T · [o:, 82 (t, ... , u".+"b+l t] otherwise 

Let, according to (15), the control input be computed from 

where 
Tr (q-r)=St(q-r) ·B, (q-1) -P(q-1) 

and S1 (q- 1), R1 (q- 1) are the solution of the equation 

ao (t). c (q-1)=S, (q-1). Ar (q-1) + q-d. R., (q-1) 

(42) 

(43) 

(45) 

(46) 
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REMARKS 

1) The solution of (46) always exists and is unique if a0 (t)#O 
2) The eQuations (45), (46) corespond to equations (10), (12) divided by b0 . 

Summarizing, the following adaptive control algorithm has been obtained in 
this section 
1. Estimate the parameters of the model (35) by recursive algorithm fulfiling IJ.l-4 

(for instance by algorithm described by (42), (43)) 
2. Using the current estimates lJ (t) compute the control input from (44). 

The steps 1, 2 are repeated at each time t. 

Rys. 2 

8 (t) 

COMPUTATION 
OF 

REGULATOR 
PARAMETEFIS 

The block diagram of indirect adaptive controller II is presented in fig. 2. For 
special case P(q- 1)=D(q- 1

) the plant output generated by the adaptive system 
(plant+ adaptive controller II) is such that the output error e0 (t) satisfies the 
equation 

a0 (t) · C (q- 1
) e0 (t +d)= ·-D (q- 1

) St (q- 1
) ee (t+d)+ 

d - 1 

+D(q- 1
)}; si(t)(lJ(t)-lJ(t+d-i))Y wD(t+d-i) (so (t)=l) (47) 

i=O 

Equation (47) and requirements Il.l-4 ensure that if the sequence {wD(t)} 

is bounded then the output error converges to zero. 

REMARK Notice that in order to fulf:il the requirement II.4 (for instance using 
the algorithm (42) (43)) an additional information about the parameter b0 is nec
essary, namely a positive lower bound of Ja0 l i.e. an upper bound of Jb0 !. In the 
case of indirect adaptive controller I the requirement 1.4 is slightly less restrictive 
than II.4. However it is clear that in practice it is not admissible that the value 
Jb0 (t)J be too small. In this regard the requirement lb0 (t) l > fJ should be fulfilled 
where fJ is a known, not too small, lower bound of b0 . (It can be done for in-
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stance by applying the algorithm (24) (25)). Now we see that to apply the adaptive 
controller I or I1 an additional information on the parameters b0 is needed but 
different in either case. 

6. Adaptive controllers with direct estimation of regulator 
parameters - direct adaptive control 

In the indirect adaptive control approach the plant is parametrized in the sim
ple~t natural way. However another possibilities can also be utilized. One of them 
is to rewrite the plant equation in such a way that the parameters of th1s rewritten 
equation would be coincident with the regulator parameters. Such parametrization 
enables the ditect -estimation of regulator parameters and leads to the approach 
which is called "direct". In the following two subsections two direct adaptive con
trollers corresponding to the induect ones descnbed previously are presented. 

6.1. Direct adaptive controller I 

Using (10), (19) and (12) consecutively we obtain 

c (q -1) yD (t)=S (q-l) A (q- l) yD (t) + R (q-1) yD (t-d)== 

= S (q- 1)B (q- 1) u0 (t -d)+ R (q- 1) yD (t-d)= b0 • P(q- 1) uD (t-d) + 
+ T(q- 1) un (t -d)+ R (q- 1) y D (t --d) (48) 

Introducing notations 

.9=[bo, tl, t2, ... , t"t' ro, ... , ;~,,v (49) 

tp(t)=[P(q- 1)u(t), u(t-1), ... ,u(t-n1), y(t), ... , y (t-n,)V (50) 

we obtain 

where 
\ 

(51) 

D (q-1) tpD (t)= tp (t) (52) 

Notice that the elements of vector .9 can be considered to be the parameters 
of the plant equation rewritten in a special way. On the other hand the elements 
of .9 are also the regulator parameters. Hence by estimating the vector .9 we esti
m'lte the regulator parameters directly. 

The direct adaptive controller I can be represented in the form of the follo w
ing algorithm. 
1. Estimate recmsively the parameters of the model (51) (i.e. the elements of .9) 
2. Using the current esttmate .9 V) compute the control input from (32) or equiva

lently from 

.9 (tY tpp (t)- c (q- 1
) Y~l (t+d)=O 

where P(q- 1) tpP(t)=~?(t) . 

(53) 
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The adaptive controllers similar to that described above for special case 
P(q- 1)=D(q- 1) have been considered by many authors [1], [4]. 

6.2. Direct adaptive controller II 

Dividing (48) by b0 we obtain 

1 1 
P(q- 1) uD(t-d)=b; C(q- 1 ) yD(t)-b; T(q- 1)uv\f-d)-

1 
- -R (q- 1)yv (t-d)=a0 C(q- 1)yv (t)-T(q- 1) un (t-d)

ho 
-R(q- 1 )yD(t-d)= 8T cpD(t) (54) 

where 

(55) 

cpD(t)=-=[C(q - 1)yD(t) -UD(t-d- 1), -uD(t-d-2), ... , -UD(t - d-n1), 

yD(t--d), .. . ,yv(t - d-n,)JT (56) 

Direct adaptive controller we obtain by estimating the vector 8 from (54) and 
by using 8 (t) to compute the control input from ( 44). 

Similar adaptive controller (but in continuous time domain) is considered in [9}. 

REMARK. Notice, that dim B= dim 8=n11 +nb+ 1 and dim 9= dim 8=n,+ nr+ 
+2;;::on11 +nb+d. Therefore for d> 1 the number of estimated parameters in the 
indirect adaptive controllers is greater than in the direct ones. This implies that 
among elements of vector 3 (and 8) at least d-1 elements are not independent. 
However this fact is not utilized in estimation i.e. the elements of 9 (and 8) are 
estimated as if they were all independent. So one can say that if the plant model 
is nonminimally parametrized (with respect to the number of parameters), some 
information about plant is lost. This fact may negatively affect the efficiency of 
estimation and also the convergence rate of the output error to zero. Therefore 
for large d it may be preferable to use the indirect controller rather than the 
direct one. 

7. Some stability and convergence results 

In this section ~ome stability and convergence results are given. It is shown that 
the proposed adaptive control methods assure the boundedness of the sequences 
{u(t)}, {y(t)} and the convergence of output error to zero. This features mean 
that the control objectives stated in section 2 are accomplished. 

Analysis presented is based on Goodwin's, Ramadge's and Caines's concept [1]. 
First, two lemmas are given 
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Appendix A 

Define 

e (f)=c yD (f)- 0 (f-) y (J)D (f) 

and 

v (t)= 110--o (t) 11 2 

From (24), (25) and (Al) we obtain 

V(t)- V(t-·1) = 1!0-0(t) ll 2 - 1!0-0(t-1) 1 ! 2 ~ 

~ !18-0' (t) l! 2 - 1!8-0(t-1) 11 2 = 

11 

wD(f) ~ (t) 112 
== o-e (t-l) 1 + llwv (t) !lz - 110-0(t-1)1!2=,= 

llwv {t) !! 2 e2 (t) 2e ~t) (0- 0 (t -l)Y wv (t) 

(1 + l!wv (t) ll 2) 2 · 1 + llwv (t) !! 2 . 

33 

(A1) 

(i\2) 

Jlwv(t) [12 e2 (t) 2e2 (t ) e2 (t) 
::::: (l+ I[W0 (t) lf2 ) 2 - l+ !iwD .(t) ll 2 ~- l+ i!wD(t) ll2 ~O (A3) 

Hence V(t)~ V(O) and consequently the sequence {0 (t)} is bounded (the require
ment I.l). 

Since the function V(t) is bounded from below it follows from (A3) that 

. e (t) 

!:~ (1 + llw0 U) 11
2

)
1 2 

. 
0 (A4) 

Now, using (24), (25), we obtain 

118 (t+ 1)-0(t) ll ~ i[O' (t+ 1)-0(t) !!= 

/e(t+1) 1 !lw0 (t+1) 1j le(t+l) l 
= (l + llwv (t + 1) W)1 / 2 . (1 + llwv (t + 1) 1! 2)1/2 ~ ( 1 + llwv (t + 1) !1 2)1 / 2 (A5) 

Hence, using (A4) 

k 

1irn IIO(t+k)-O(t) l i ~Iim .J.: II B(t+i)--O(t+i-1) 11 ~ 
t-+00 t-+00 t = 1 

This implies that the requirement 1.2 holds. 
Furthermore, from definitions (AI) and (23) we hav~ 

ee (t)=e (t)- ( 0 (t)- 0 (t-I)Y wv (t) 

3 

(A7) 
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Hence, using (A4) and (A6) 

(A8) 

and so the requirement I.3 holds. 

Fulfilment of I.4 follows directly from (25). 

Appendix B 

First, two lemmas will be proved. 

LEMMA Bl. The solution S(q- 1
), R (q- 1

) of polynomial equation (IO) always 
exists, is unique and the function Q defined as Q: (a1, a2, ... , a,.) (s1 , ••• , S.t- ~> ro, ... , rn) 
is continuous. 

Proof. Rewrite the equation (10) in the matrix form 

1 
al 

az a1 
sl 

Sz 
cl 

ad-1 ad--2 .... a1 
= Cz 

sd-1 
ad ad-t a1 1 

(A9) 

ad+1 Gz 0 
ro 

cd-1 

a3 0 0 1 
rl 

0 0 0 1 _rn,. 

Since the determinant of triangular matrix in (A9) is always equal to I so the solu
tion of equatiOn (9) exists and is unique. The continuity of Q is obvious. • 

CoROLLARY Let [R,(q- 1)}, {S,(q - 1)} be the sequences of solutions of (28) and 
let {T,(q- 1

)} be determined by (33). If the requirements I.l--2 are fulfilled then for 
i=l, ... ,d-l,j=O, l, ... ,n, k=l, ... ,n, 
1. the time sequences {s; (t)}, h (t)}, {tk (t)} are bounded, 

2 .. lim (s; (t+m)-s; (t))=O, lim (ri (t+m)-r(t))=O, 
r~oo t~oo 

lim (tk (t+m)-t(t))=O for every finite m 
t-->oo 

LEMMA B2. Let the vectors 9 and rp (t) be defined by (49), (50) respectively, 
a11;d let 9 (t) be a vector· of regulator parameters corresponding to 9 and computed 
' ' . 
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at time t. The plant output generated by the adaptive system (plant+ adaptive con
troT/er I) is , such that the output eri·or e0 \J) satisfies the equation. 

C(q- 1) e0 (t+d)=D (q- 1) S, (q- 1) e. (t+ d)+ 

~ d-1 • 

+ }; d; }; s; (t-J)(e<_t+d - i ·-j)-O(t-J)Y w 0 (t+d-i-j)+ 
.i = O i=O 

~ ~ 

+}; d;(9(t-i)-9(t)y rp 0 (t --i)-- 2.; P;(9(t-i)- 9(t))rpp(t-i) 
i == l i = l 

(do=], s0 (t) = l) (AlO) 

Proof: Using definitions of vectors .9U), ifJ (t) the equation (32) can be re
written in the form ' 

We have 

p (q- J) (.9 (tY rpp (t)) = 9 (t) T (P (q- I) rpp (t)) + 

+( P (q- 1
) 9 (t) - 8 (t) P (q- 1)y rpP (t) = 9 (t)T rp (t) + 

lip 

+}; p;(9(t-i)-9(t)Y q;P(t-i) (Al2) 
i = 1 

Similarly 
lld 

D(q- 1)(9(t)T rp 0 (t)) = 9(t)T lfJ(t)+ l, di(9(t-i)-9(t)Y rp 0 (t-i) (Al3) 
i = l 

From (Al 1), (A12), (Al3) we obtain 

D(q - 1) [9(t)T rp 0 (t)-C(q- 1)yf:c (t+d)] = 

11d np 

= }; d;(9(t-i) ·-9(t)f !p0 (t-i) :_ }; P;(9(t-i)-3(t))rpp(t-·i) (A14) 
i.= l i = l 

From (23) we have 

or equivalently 

A, ( q- 1
) y0 (t)~ B, (q - 1

) U 0 (t-d)+ee(t) 

Now, using (28), (A16), (32) consecutively we obtain 

C(q- 1
) eg lf-\-d)= C(q- 1) y 0 (t+d)- C(q- 1

) y~ (t+d)= 

= S, (q "" 1) ' A, (q- 1).y0 (t+d)+R, (q - 1
) y 0 (t)- C(q- 1

) y~ (t+d) = 

= S, (q- 1) At + d (q- 1) yD (t+d) + R, (q-:-1) yD (t)-c (q-l)y~f (t+d) + . 

(Al5) 

(A16) 
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+(St (q- 1). At (q- 1)- SI (q- 1) (fl+d (q- 1)) y 0 (t+d)= 

-=-=S1 (q- 1)B1+a (q- 1) uv (t)+ R 1 (q- 1
) yv (t)- C(q- 1

) y~ (t+d)+ 

+S1 (q- 1) ee(t+d)+(S1 (q- 1) ·At (q- 1)-Sr (q-~) At+d(q- 1))y0 (t+d)= · ' 

=S1 (q- 1) • B1 (q- 1) uv (t) +Rr (q- 1) y 0 (t) -C (q"' 1) yz_ (Hd)+ 

+ st (q- 1) ee (t+d)+( st (q- 1). At (q- 1)- st (q- 1) At+d (q- 1)) y 0 (t+d)-

--(St (q- 1) · Bt (q- 1)-St (q- 1)Bt+a (q- 1)) u0 (t)= 

=b0 (t)P(q- 1) uv (t) + T1 (q- 1) uv (t)+ R1 (q- 1) y 0 (t)- C (q- 1) y~ (t+d)+ 

d-1 

+S1 (q- 1) ee (t+d)+ I; si (t)(O (t+d-i)-0 (t)Y ro0 (t+d-i)= 
i=O 

d- t 

+}; si(t)(O(t+d--i)-O(t)ywCJ(t+d-i) (Al7) 
i=O 

Multiplying equation (A17) by D (q- 1) and using (A14) we obtain equation 
(A10). • 

Proof of theorem 1. As it was pointed earlier, the fulfilment of the 
three assumptions of lemma 2 is only to be shown. This is done in the following 
three points respectively. 
1. Defme a new time-varying vector 1f1 (t+d) as a vector constructed from all 
differeot elements of the following vectors: wD(t+d-i) for i=O, 1, ... ,d+nd.,.,.1, 
rpD(t-i) for i=1, ... ,nd and rpP(t-i) for i=1, ... ,nv. Using this vector, the equa
tion (AIO) can be presented in the form 

where a (t +d) is the appropriate time-varying vector of the same dimension as 
1f1 (t+d). From the corollary it follows that 

lim //u(t) !/=0 (A19) 
t-+00 

Let v1 (t)(i=0, 1, ... ,nd+d-1) be the coefficients of polynomial D(q- 1) S 1 (q- 1) 

and denote K' =sup max I vi (t)/ . From (A18) we obtain 

e0 (t+d) /=/ C (q- 1
) e0 (t+d) /:::::; /D(q- 1

) S 1 (q- 1) e. (t +d) /+ 

+ /a(t+dY!fl(t+d)[:::::;(nd+d·-1) ·K' max /e.(t+d-i)l+ 

+ IJa(t+d) !I · li lfl (t+d) /1 :::;;K · max: fee (t+d-i) / +11 (t+d) · /l lf/ (t+d) /1 (A20) 
O ~ i ~ N 

where 

K=K' · (nd+d-1), 17(t)= /!a(t) // , N=nd+d-1 (A22) 

Hence, the assumption 1 of lemma 2 holds. 
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LEI'riMA l. [1]. Let {eb' (t)}, {!Jf (t)} be some real scalar· and vector· sequences, 

respectively, and assume that 

t!b (t) 
1. lim (1 11 ( .) 1f 2)1/2 0 

t--+oo + !jl t '' 
(57) 

2. for some positive constants K1 , K 2 

I!!J!(t) !I ,;Kt +K2 • max leb(<) l for eve1T t~O (58) 
O ~ r ::s::; n 

Then lime~ (t)=O and the sequence {!JI (t)} is bounded. 
t-+oo 

The next lemma is essential for stability proofs of adaptive schemes presented 
in this paper. 

LEMMA 2. Let the output error be determined by (1)--(5). Assume that for a posi
tive constant K, a positive integer N, a scalar real sequer,ce {17(t)} subject to lim 1J(t)~"o 
and a vector sequence {!J!(t)} the following conditions are fulfilled 1-+oo 

I. leb'(t) I,;K· max le.(t-i) I+1J(t)· /l tp· (t) !! (59) 

where e& (t)=.c C ~q- 1) e0 (t) and e. (t) is the estimation error defined by (23) o: (41) 

e.(t-i) 
2. ,~r::, (l + II !Jf(t) ll2) 112 -o for O,;i,;N (60) 

3. For some positive constants K1 , K2 the linear boundedness condition (58) is satisfied. 
Then the sequences {u(t)}, {y V)} are bounded and lim e0 (t)=O 

t-+oo 

Proof. We conclude from (60) that 

max le.(t-i)l 
. O ::s;; i ~ N 

;~rr:, (1 + 11 \/J (t) l/ 2)1 /2 . 0 
(61) 

Now using (59) and (61) we obtain 

f( ) I max le.(t-i)l () If 
. Ieo t I r 0,;;; i<; N + 1' ( ) II !Jf t ,, 

}~n:, (1 + ll !J! (t) W)112 ,; K. , ~r::, (I+ ll lfl (t) 11 2)112 ~~r::, 17 t . (1 + ll!fl (t) !!2)112 0 (62) 

Thus the sequences {e~ (t)} and {!Jf (t)} fulfil the assumption of lemma 1. 
Therefore lime& (t)= O. Since e& (t) = C (q- 1

) e0 (t) and C (q- 1
) is Hurwitz poly-

nomial then also 

lim e0 (t)=O (63) 
t-+ 00 

In section 2 it was assumed that the command input u 111 (t) is bounded. Since 
q-d(BM(q-1)) . . . . 

YM(t) AM(q- 1) uM(t) and AM(q- 1) 1s Hurw1tz polynonual, the output of 

the model YM (t) IS also bounded, and then from (5) and (63), the plant output, 
A (q-1) 

too. Therefore the plant mput is also bounded because u (t)= B (q- 1 ) y (t+.d) 
and B (q - 1) is Hurwitz polynomial. 
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In order to prove the stability of particular adaptive schemes the fulfilment 
of assumptions of lemma 2 is only to be shown. In this way the following two 
theorems can be proved. 

THEOREM 1. ff the requirements I.l-4 ate juffil/ed, the indirect adaptive can

t' oiler I described in ::. ection 4 assures both the w1iform boundedness of plant input 
and output and convergence 

hm e0 (t)=O 

For proof see appendix B. 

THEOREM 2. (f the requirements II.l-4 arc fulfilled, the indirect adaptive con
troller· II described in section 5 assures both the boundedness of plant input and output 
and convergence 

lim e0 (t)=O 

The proof of theorem 2 JS very similar to that of theorem 1 and will not be 
given in this paper. 

REMARK. Although the induect adaptive controller has been analysed only the 
same method as in appendiX B can be applied to the stability analysis of adaptive 
controllers based on any other way of parametrization. 
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2. For O~i~N we have 

le. (t-i)l Jec(t-i)l ·(1 + JlwD(t - i) IJ2)1 /2 ~ 
(1 + IJwD(t-i) Jiz)l /2 I+ lllf!(t)l lz "" (I+ ll lfl (t) lf)112 

lee(t-i)l 
(A23) 

because llwD(t-i) l l~ ll lf!(t) fl. 
Now, using requirement I.3, the assumption 2 of lemma 2 follows. 

3. Denote yf (t) =-~ C(q- 1)y(t) and y{1 (t)=C(q- 1)y(t). Let Q;(z- 1 ) be a transfer 
function specified by equation lfl• (t)= Q. (q- 1

) y1 (t) (lf!i (t) denotes the i-th ele
ment of lfl (t)). From the definition of vector If! and from the fact that the plant 
is minimumphase it follows that for all elements lflt (t) the transfer function Q. (z- 1

) 

is proper and asymptoticaly stable. Therefore from the known property of dynailllc 
systems [1], for each element lfli (t) there exist some positive constants L 2 i , Lzi+l 
that 

l'f!i(t) l ~Lzi+L2i ~ 1 max. [yf(r)l for every t;:=:O (A24) 
0 ~ t'~t 

Hence, for some positive constants Kt> K2 some 

ll lfl(t) il zKl +Kz max fy1 (t) l for every t;:=:O (A25) 
O~t~t 

Since the command input is bounded so is the filtered output of the model 
y{, (t), i.e. !y{1 \.f)! ~K3 for a certain positive K3 • Hence 

!y1 (t) l = Ieo (t) + y{r (t)f ~ l e& (t) ! + IY~ (t) l ~ l e& (t) l + K3 (A26) 

Now, substituting (A26) into (A25) the linear boundedness condition (58) can 
be obtained. Hence the assumption 3 of lemma :? holds, too. • 

Regulatory adaptacyjne dostrajania do modelu dla dyskretnych 
w czasie obiektow minimalnofazowych 

W Jiteraturze rozr6znia sit< obecnie dwa podstawowe podejscia do problemu adaptacyjnego 
sterowania obiekt6w o nieznanych parametrach. Podejscia te prowadzi! do dw6ch r6:i:nych metod 
projektowania uklad6w adaptacyjnych: metody posredniej i metody bezpo~redniej. W metodzie 
posredniej parametry regulatora sq: wyznaczone w ka:i:dej dyskretnej chwili czasu na podstawie 
bie:i:[!cej estymaty parametr6w obiektu. W metodzie bezposredniej natomiast, estymowane Si! bez
posrednio parametry regulatora. 

W niniejszej pracy przedstawiono w zunifikowanym ujt<ciu cztery typy regulator6w adaptacyj
nych dla obiekt6w minimalnofazowych, z kt6rych dwa s;i posrednie, a pozostale dwa - bez
posrednie . .Teden z przedstawionych typ6w, nazywany w pracy posrednim regulatorem adaptacyj
nym II, stanowi pewn& nowi! propozycjt<. Poniewa:i: w liter~tturz-e czt<sciej Si! rozwa:i:ane regulatory 
bezposrednie w niniejszej pracy Wit<kszy nacisk polo:i:ono na regulatory poorednie. Opieraj[!c sit< 
o koncepcje zawarte w pracy [1] pokazano, :i:e przedstawione regulatory posrednie zapewniajq 
stabilnosc uJdadu i zbie:i:nosc blt<du wyjsciowego (r6znicy mit<dzy wyjsciem obiektu a wyjsciem 
modelu) do zera. 
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AJJ:aUTifBHhle perynnTophi nacTpourm no MOJJ:eJin JJ:.Tlll 

MHHHMaJibHOciJa30BhiX )J;HCKpeTHhlX UO BpeMeHJI 06'heKTOB 

D. JANECK.I, A . GOSIEW.s,ror 

B HaCTOllll.\ee speMll pa3JI!f'IafOTCll B JllfTepaType ,[IBa OCHOBHbJX ITO,[(XO,[Ia K npo6rreMe a,LiaJI-

1HBHOIO ynpaBIJeHIUI 06beKTOB C Helf3BeCT!fb!MR rtapaMeTpaMH. 3TH IIO,[IXO,Libl Be,LIJT K ,LIBJM pa3-

JlH'IHb!M MeTO,LiaM npoeKT!lpOBaHHll a ,[laiiTlfBHbiX CHCieM: KOCBeHHOMY ll IIpHMOMy. B KOCBeHHOM 

MeTO,[(e napaMeTpbi perynl!TOpa OJipe,[leJll!IOTCl! ,[IJlll Ka)I(,LIOIO ,LIHCKpe1HOIO MOMeRTa BpeMeHlt 

Ha OCHOBaHUH TeKyll\eM OI.(eHKil rrapaMeTpOB 06beKTa. BMeCTO :HOfO B npl!MOM Mero,a:e napa

MeTpbi peryrrl!Topa ou:emmatoTCll Henocpe,[ICTBeHHo. 

B CTaThe npe,LICTasrreHhi B e,a:mwli: rrocTaHOBKe 'Ierhtpe THIIa a AanntB'HbiX peryJiliTopoe, ABa 

H3 KOTOphi X KOCBeHHhie, a OCTaJlbHb!e ABa- llpl!Mb!e. 0,!1lfH H3 paCCMOTpeHElb!X THIIOB, l!a3hl

BaeMbiK B CTaTbe KOCBeRlfb!M a,a:annm:HhiM peryJiliTOpOM Il, rrpe,LICTaBJilleT co6oii HOBOe pemeHRe. 

ITocKOJihKY B JIHTeparype paccMarpHBafOTCll r naBHbiM o6pa3oM npl!Mb!e perymiTOpbi, B HaCTo

snu:eM: CTaTbe 60IJbiUee BHHMal!lie J,[leJil!eTCll KOCBeHHh!M peryJiliTOpaM. 0CHOBb!BaliCh Ha H}.\el!X 

npe,[(CTaBJieHJ(hiX B pa6ore (1) ITOKa3aHO, 'ITO paCCMOTpeHHbie KOCBeHHble peryJlliTO{l't.i ' ·06ecne

'IRBafOT JCTOKifRBOCTb CHCTeMbl H CXO,LIHMOCTb BbiXOW{OM OIDR6Kl{ (pa3JU!I.(bl Me~y BhlXOAOM 

06beKTa H BbTXO,LIOM MO,IJ,enH) K HYJliO. 


