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A fuzzy linear programming problem with equality constraints is analysed. It is shown that
for obtaining the solution of the problem the method of parametric programming for linear pro-
grams with upper bounded variables can be used. This method makes it possible to obtain not
only a maximizing solution according to Bellman and Zadeh’s criterion but also other alternatives
close to an optimal solution.

1. Introduction

The pionieering paper by Bellman and Zadeh [2] on decision making in a fuzzy
environment has created a methodological basis for the development of fuzzy
mathematical programming methods. A formulation of the fuzzy linear programming
problem [5,7,9] is also a result of the above mentioned paper. A quite new element
in Bellman and Zadeh’s approach is a fuzzy decision (a fuzzy set in the space of
alternatives) resulting from a confluence of fuzzy goals and constraints in the decision
problem. The membership function of a fuzzy decision orders the alternatives
according to the degree of simultaneous satisfaction of fuzzy constraints and goals.
The problem of determination of a maximizing solution (an alternative maximizing
the membership function of the fuzzy decision) can be reduced to a mathematical
programming problem [7]. In particular, in the case of fuzzy linear programming
the problem reduces to a classical linear programming one [4, 8]. However, it is,
a simplification if one restricts the analysis of a maximizing alternative to solve
the problem. The solution in the form of a fuzzy decision gives the decision-maker
a more complete information, as well as about other “possible” alternatives. It has
been shown in [3] that using the parametric linear programming method to solve
a fuzzy linear programming problem one can get more than only a maximizing
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solution — it is namely possible to obtain an analytically expressed information
about other alternatives “close” to the maximizing one.

In [5, 7, 9] and in the majority of papers developed till now in the field of fuzzy
linear programming, the problem with inequality constraints is considered. Here
we analyse the problem with constraints given in the form of fuzzy equalities. As
a matter of fact, the problem can be transformed into the one with inequality
constraints by replacing each equality constraint with two inequality constraints,
but this operation leads to a considerable enlargement of the size of the problem.

In section 3 we show that to solve the problem without increasing its size one
can use, similarly as in [3], the method of parametric programming — but this
time the method adapted to programs with upper bounded variables [8].

2. Formulation of the problem

Let us consider the following formulation of the fuzzy linear programming
problem

n ~

f)= 2 ¢; x; — max

J=1

n N (1
2 a;; x‘;;bi i=1,2,..-,m )
i=1

x;20 j=L2,..,n

where b; (i=1, 2, ..., m) are fuzzy numbers of trapezoidal form (see Fig. 1), b=
=(b}, b}, b}, b}) [4]. In a particular case there may be b;=b] (a triangular form of
the number 5,), b!=0 or 5?=0 (one-sided linear tolerances) and also b}=b;=0
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Fig. 1. The trapezoidal form of a fuzzy number g,

n
(crisp intervals). The value of the membership functions gz at > a;;x;,
n J=1
1’3;(2 a; xj), is interpreted, similarly as in [5], as a feasibility degree of the
i=1
solution x=(xy, ..., x,) With respect to the i~th constraint. With the objective

function of (1) we associate also a fuzzy number G determining a “required”
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value of this function. The membership function uz of the fuzzy number G is
assumed to be

0 for y<e,,
uz =18 for yeles,col, (2)
1 for y=e,,

where g (») is a continuous function, increasing from zero at ¢, to one at ¢, (see
Fig. 2). In a particular case g (y) may be a linear function. yz(f(x)) determines the
degree of the decision-maker’s satisfaction with the achieved value of f(x).
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Fig. 2. The membership function of a fuzzy goal G
The problem of finding a maximizing alternative in the fuzzy decision given

by (1), in accordance with Bellman and Zadeh’s approach, reduces to the following
problem

15.(¥) =11 (f (X)) A 1z (x) > max 3
where
)= A\ 1, ( D ay xf) . B
1<i<m =1

and “A " stands for the minimum operation. ug (x) means the degree to which x
simultaneously satisfies the fuzzy constraints and fuzzy goal. Later we shall notice
that the ““ A" operation in (3) (but only in (3)) could be replaced by any other ope-
ration, nondecreasing with respect to its components. All operations from the
class of t-norms (see [1, 6]) have this property.

3. Parametric approach to the problem

In this section we show that using the technique of parametric programming
for linear programs with upper bounded variables (see [8]) we can analytically
describe a set of solutions incorporating the whole range of possible values of the
membership function uz, i.e. we canidentify practically the complete fuzzy decision D,
not only a maximizing alternative. Let us go into details.

The (1—1) —cuts, r€(0, 1], of the fuzzy numbers b; (i=1, ..., m) by the earlier
accepted assumptions about these numbers are intervals of the form

5=y 5, ()2 1=r}=Ib} —rb, B3-+152) o
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Let us consider the following problem

f(x)=211 €; X; —+ max

J=1

Zaux,esll"‘ i=1,2,..m
i=1
20 j=1,2,..,n

®)

where re[0, 1] is a parameter.
The problem (6) reduces to the following parametric linear programming problem
with upper bounded variables

f(x)= 2 ¢; X; — max
J=1
Z a;y x;+x,+i=b?+5f r i=1, 2, PO /] (7)

J=1
Xuri SOI=BI @B} +B) r  i=1,2,..,m
x,20 j=12,.,n+m

where r € [0, 1] is a parameter of variation. By solving the problem (7), for instance
using the method presented in [8], we obtain an analytically expressed set of solutions
{x ()}, re]0, 1], explicitly depending on r. The solution x (r) for a given r fulfils
the constraints of (1) at least to the degree of 1—r (ug (x(r))=>1~r) and simulta-
neously maximizes the objective function f (x) (thereby uz (f(x))) by this condition.

REMARK. If b1, b7>0 for all i=1, ..., m then pg(x (r))=1—r, except for the parti-
cular case when x (r) is the zero vector. It results from the fact that x (r) appears
to be the basic solution to (7). The y=f(x (r)) substituted into (2) gives in effect
the membership function pz which depends on the parameter r. By finding the
value of parameter r for which

5 (x )=pz (f (> (1)) A(1 —r) > max ()

we identify a maximizing solution. pz(x (r)) provides us also with information
about a solution “close” to the maximizing alternative.

The operation “A” in (8), as it was mentioned before, may be replaced by any
other operation, which is nondecreasing with respect to its components.

Let us illustrate the proposed method with a numerical example. Consider the
following fuzzy linear programming problem:

S(xX)=2x;—x3+x3 > rg;x
X1 —X%3+2x325,
2x,+2x;—x3 ~b, 9
- Xy +x;+x32b;
Xy X3, X320
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where b,=(6,1, 6,4), b,=(4,1,4,3), b,=(1,4,1,2) are fuzzy numbers of the
triangular form. The membership function of the fuzzy goal is linear:

0 for y<6
1

sz(n)= -Ey—l for 6<y<12 (10)
1 for y=12

The problem (9) reduces to the following parametric linear programming problem
with upper bounded variables:

f(x)=2x;— x,+ x;—max

X;— Xp+2x3+x, =61-4r

2x1+2x2'- X3 +x5 =4+3r
an

=X+ X2+ X3 +xe=1+2r

X4S$5r,  xs<dr, xg<6r
%20  i=1,..6.
Using Panwalkar’s method [8] to solve (11) we obtain the solution of (9) in the form

9 11 g 11 5 7 f 0 ll]
x1—4+ ! i ‘i"xz_T_?r’ x3=3 or re

*15
and
14 8 11
x1=—5—+2r, x,=0, x3=w5—+r for re TS—,I ;
The membership function ug (f(x(r)) takes on the form:
for 0 !
0 or Srs-g'l—
1 9 1 o 11
S B R TR T
- )=
# (f(x)) 1,5 1 2
ER G T Y
1 fi > 24
or r>g

73
The maximizing solution is obtained for r=7s3 ® 0.477 and equals x(0.477)=
=(3.56, 0.32, 2.33) (see Fig. 3).
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Fig. 3. Fuzzy decision for problem (9)

4. Concluding remarks

It seems natural that the solution of a fuzzy linear program should be fuzzy, too.
The approach proposed in this paper fulfils this postulate. A fuzzy solution obtained
by the proposed method provides an information (analytically expressed) not only
about a maximizing alternative but also about other possible alternatives and their
membership degrees in the fuzzy decision.

It is worth underlining that an extension of the size of the problem is not needed
here contrarily to the earlier approaches. Transformation of the fuzzy linear pro-
gram in to the respective parametric linear program does not enlarge the number
of main constraints which must be considered in the simplex table.
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Rozmyte zadanie programowania liniowego z ograniczeniami
réwnosciowymi

Rozwaza sie zadanie rozmytego programowania liniowego z ograniczeniami réwnosciowymi.
Pokazano, ze do otrzymania rozwigzan tego zadania mozna uzy¢ metody programowania para-
metrycznego dla programow liniowych z ograniczeniami od géry na wartoéci zmiennych, Zapro-
ponowana procedura umozliwia nie tylko otrzymanie rozwigzania maksymalizujacego w mysl
kryterium Bellmana-Zadeha, ale rowniez i otrzymanie alternatywnych bliskich optymalnemu.

Heuerkas 3aja4a JHHEHHOT0 NPOrpaMMHPOBAHHA
¢ OrpaHuMCHHAME B BH/IE PABEHCTB

PaccMaTpuBacTesl 3a4ddd  HEYETKOro JIMHeHHOTO TWPOTPaMMHUPOBAHHA C O pPaHHYCHHSME
B BHIC PABEHCTE. HOK&33HU, YTO O08 HOJAY4YCHHA DEHIEHKﬁ ITOMH 3a03aMH MOWKHO HCIOJIL30BATbH
METOOBl HapaMeTpUHEeCKOoTO MIPOrpaMMHPOBAHNA OIA JIMHEHHBLIX oporpaMyM € OTrpaHHYCHHAMM
CBepXy 3HAYEHMIT mepeMenHbiX. ITpennaraemas IpoUeypa NO3BOJAET He TONBKO TONYYATE MaKCH-
MHMpYIOLEe PEelenne COracHo kputepuio Bennmana-3aze, HO TAKKE MOIYYHTh AlTbTePHATHBHBIE
pelneHus, OIM3KHE ONTHMATBHOMY.







