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#### Abstract

In this paper an implementable algorithm using the operation of space dilation for finding the minimum of a convex, not necessarily differentiable function $f$ is investigated. The method is based on combining, modifying and extending the nonsmooth optimization works of Shor [15] and Wolfe [16]. Global convergence of the algorithm is established. the algorithm is conceptually simple and easy to implement.


## 1. Introduction

In what follows, we shall be concerned with an algorithm for solving the following optimization problem

$$
\begin{equation*}
\min _{x \in R^{n}} f(x), \tag{1}
\end{equation*}
$$

where $f$ is a real-valued function defined on $R^{n}$. It is assumed throughout this paper that the function $f$ is continuous, convex and

$$
\begin{equation*}
\lim f(x)=+\infty \tag{2}
\end{equation*}
$$

This problem is "nonsmooth" in the sense that the function $f$ need not be differentiable everywhere.

The difficulties in minimizing a nonsmooth function are well discussed in [16], where an implementable descent algorithm for a convex function is given. This algorithm for a quadratic function coincides with the conjugate gradient method [6] and, hence, has finite termination in this case, as do algorithms of Lemarechal [10] or of Shor [14].

The descent approach for convex function of Bertsekas and Mitter [1] has been made implementable by Lemarechal [9], and has been extended in theory to locally

Lipschnitz function by Goldstein [5]. Descent algorithms for min-max objectives, which are also diffcult to implement, are given in Demjanov [2] and Goldstein [4]. The readily implementable algorithms of Kiwiel [7], [8] calculate stationary points for nonsmooth minimization problems. These methods generalize several efficient algorithms for simpler problems due to Pshenichny and Danilin [13] and Lemarechal [11]. Owing to suitable strategies for selecting and aggregating the past subgradient information, Kiwiel's algorithms have flexible storage requirements and work per iteration that can be controlled by the user.

Shor's algorithms [14] are nondescent methods. Shor suggested to transform the space metric at each iteration so as to accelcrate convergence of the subgradient method. He used oprrators of space dilation of the following type. Let $s \in R^{n},\|s\|=$ $=1, \alpha>0$. Then a linear operator $R_{\alpha}(s)$ such that

$$
R_{\alpha}(s) x=x+(\alpha-1) s s^{T} x
$$

is referred to as the space-dilation operator acting in the direction $s$ with the coefficient $\alpha$.

Our algorithm combines, extends and modifies ideas of Wolfe [16] and Shor [15]. We use the operator of space dilation for finding direction at each iteration and our choice of step size is based on Wolf's idea. Global convergence of the algorithm is established. The algorithm is conceptually simple and easy to implement. In particular, it does not require the solution of an auxiliary problem for generating search directions as in [7], [9], [16]. Hence it can be used for solving large-scale problems.

In Section 2 we present the algorithm, while its convergence is discussed in Section 3. In Section 4 we present a simple numerical example.

## 2. Algorithm

The algorithm uses positive parameters $\delta, m_{1}, m_{2}, \beta_{1}, \beta_{2}<1$ satisfying

$$
\begin{gather*}
m_{2}<m_{1}<0.5  \tag{3}\\
m_{1} /\left(1-m_{1}\right) \leqslant \beta_{1}<1 \tag{4}
\end{gather*}
$$

and a sequence of positive numbers $\left\{\delta_{k}\right\}$ satisfying

$$
\begin{equation*}
\delta_{k} \rightarrow 0 \text { as } k \rightarrow+\infty . \tag{5}
\end{equation*}
$$

Initially we have a starting point $x^{0}$ and some $g_{0} \in \partial f\left(x^{0}\right)$, where $\partial f(x)$ denotes the set of all subgradients of $f$ at $x$. Suppose a point $x^{k}$ is known. To find the next point $x^{k+1}$ the algorithm realizes the following iterative process.

STEP 0: Set $x_{k, 0}=x^{k}, s_{k, 0}=g_{k, 0}$, where $g_{k, 0} \in \partial f\left(x_{k, 0}\right)$, and $\quad \varepsilon_{k}=\max$ $\left\{\sqrt{f\left(x^{k-1}\right)-f\left(x^{k}\right)}, \delta_{k}\right\}$. Set $i=0$.

STEP 1: If $\left\|s_{k, i}\right\| \leqslant \varepsilon_{h}$, set $x^{k+1}=x_{k, i}$, increase $k$ by 1 and go to Step 0 ; otherwise, go to Step 2.

STEF 2: (Line search: sce below for details). Finfd $\tau_{k, i} \geqslant 0$ and some $g_{k, i+1} \in \partial f\left(x_{k, i}-\right.$ $-\tau_{k, i} s_{k, i}$ ) such that

$$
\begin{equation*}
\left.f\left(x_{k, i}-\tau_{k, i} s_{k, i}\right) \leqslant f\left(x_{k, i}\right)-m_{2} \tau_{k, i}\right)\left\|s_{k, i}\right\|^{2} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle g_{k, i+1}, s_{k, i}\right\rangle \leqslant m_{1}\left\|s_{k, i}\right\|^{2} . \tag{7}
\end{equation*}
$$

Set $x_{k, i+1}=x_{k, i}-\tau_{k, i} s_{k, i}$ and go to Step 3.
STEP 3: If $\left\|x^{k}-x_{k, i+1}\right\|>\delta$ or $f\left(x^{k}\right)-f\left(x_{k, i+1}\right)>\delta$, set $x^{k+1}=x_{k, i+1}$, increase $k$ by 1 and go to Step 0 ; orhetwise, go to Step 4.

STEP 4: If $\left\langle g_{k, i+1}, s_{k, i}-g_{k, i+1}\right\rangle \geqslant 0$ go to Stcp 5, otherwise, go to Step 6.

Step 5: Set

$$
\begin{gathered}
\xi_{k, i+1}=\left(g_{k, i+1}-s_{k, i}\right) /\left\|g_{k, i+1}-s_{k, i}\right\|, \\
s_{k, i+1}=R_{\beta_{1}}\left(\xi_{k, i+1}\right) s_{k, i},
\end{gathered}
$$

increase $i$ by 1 and go to Step 1 .

Step 6: Set

$$
\begin{gathered}
\xi_{k, i+1}=\left(s_{k, i}-g_{k, i+1}\right) /\left\|s_{k, i}-g_{k, i+1}\right\|, \\
q_{0}=g_{k, i+1} \text { and } j=0 .
\end{gathered}
$$

i) Set

$$
q_{j+1}=R_{\beta_{2}}\left(\xi_{k, i+1}\right) q_{j} .
$$

ii) If

$$
\begin{equation*}
\left\|q_{j+1}\right\|^{2} \leqslant\left\|s_{k, i}\right\|^{2}\left(1+\frac{\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2}}{\mid s_{k, i}-g_{k, i+1} \|^{2}}\right)=\gamma_{k}, \tag{8}
\end{equation*}
$$

set $s_{k, i+1}=q_{j+1}$, increase $i$ by 1 and go to Step 1 ; otherwise, increase $J$ by 1 and go to $\left.i\right)$. Condition (7) can be ve ified by the following lemma.

Lemma 1 (see [3]). Let f be a convex function on $R^{n}$, and s a fixed vector of $R^{n}$ satisfying the inequality

$$
f(x-\tau s) \geqslant f(x)-m_{1} \tau\|s\|^{2}
$$

for some $m_{1}>0, \tau>0$. Then we have

$$
\langle g, s\rangle \leqslant m_{1}\|s\|^{2}
$$

for any $g \in \partial f(x-\tau s)$.

Line search: For given $x_{k, i}$ and $s_{k, i}$, with $\left\|s_{k, i}\right\| \neq 0$, suppose that the directional derivative

$$
f^{\prime}\left(x_{k, i}-s_{k, i}\right)=\max \left\{\left\langle g,-s_{k, i}\right\rangle: g \in \partial f\left(x_{k, i}\right)\right\}
$$

and the vector $g^{\prime} \in \operatorname{Argmax}\left\{\left\langle g,-s_{k, i}\right\rangle: g \in \partial f\left(x_{k, i}\right)\right\}$ are computed. Now let us consider the following two cases.

FIRST CASE: $f^{\prime}\left(x_{k, i},-s_{k, i}\right) \geqslant-m_{1}\left\|s_{k, i}\right\|^{2}$.
Then the vector $g^{\prime}$ satisfiss inequality (7). In this case we set $\tau_{k, i}=0$.
Second Case: $f^{\prime}\left(x_{k, i},-s_{k, i}\right)<-m_{1}\left\|s_{k, i}\right\|^{2}$.
By (2) and (3), there exists $\tau>0$ satisfying conditions (6) and (7'). Then we can find $\tau_{k, i}$ as follows.
Define

$$
\begin{aligned}
& L=\left\{\tau>0: f\left(x_{k, i}-\tau s_{k, i}\right) \leqslant f\left(x_{k, i}\right)-m_{2} \tau\left\|s_{k, i}\right\|^{2}\right\}, \\
& R=\left\{\tau>0: f\left(x_{k, i}-\tau s_{k, i}\right) \geqslant f\left(x_{k, i}\right)-m_{1} \tau\left\|s_{k, i}\right\|^{2}\right\} .
\end{aligned}
$$

Choose $\tau>0$. Set $\tau_{m}=0, \tau_{M}=0$.
(a) If $\tau \in L \backslash R$ go to (b).

If $\tau \in L \cap R$ go to (d).
If $\tau \in R \backslash \dot{L}$ go to (c).
(b) If $\tau_{M}=0$, replace $\tau_{m}$ by $\tau$ and $\tau$ by $2 \tau$; otherwise, replace $\tau_{m}$ by $\tau$ and $\tau$ by $\left(\tau_{M}-\tau_{m}\right) / 2$; and go to (a).
(c) Replace $\tau_{M}$ by $\tau$ and $\tau$ by $\left(\tau_{M}-\tau_{m}\right) / 2$, and go to (a).
(d) Set $\tau_{k, i}=\tau$ and stop.

Using the proof of Lemma 1 in [16] it is easy to see that the above process is finite.

The following results show that the algorithm is well-defined.
Lemma 2. If $s, g \in R^{n}, \xi=(s-g) /\|s-g\|,\langle g, s-g\rangle<0$ and $\langle s, g-s\rangle<0$ then $\left\langle R_{\beta}(\xi) g, s-R_{\beta}(\xi) g\right\rangle<0$ for any $\beta \in(0,1)$.
Proof. Denote $\lambda=(\beta-1)\langle g, s-g\rangle /\|s-g\|^{2}$. From the assumption it follows that $\lambda\rangle 0$ and $\langle s, g\rangle-\langle s, s\rangle\langle 0$. Thus $\langle g, g\rangle-\langle g, s\rangle\langle\langle g, g\rangle-2\langle s, g\rangle+\langle s, s\rangle$, so+ $-\langle g, s-g\rangle \leqslant\|s-g\|^{2}$, and finally $-\langle g, s-g\rangle /\|s-g\|^{2}<1$. Hence $\lambda<1$. From the definition of the operator of space dilation we obtain

$$
s=R_{\beta}(\xi) g=(s-g)-\left[(\beta-1)\langle g, s-g\rangle /\|s-g\|^{2}\right](s-g)=(1-\lambda)(s-g)
$$

and $R_{B}(\xi) g=(1-\lambda) g+\lambda$. . Then we have

$$
\begin{aligned}
& \left\langle R_{\beta}(\xi) g, s-R_{B}(\xi) g\right\rangle=\langle(1-\lambda) g+\lambda s,(1-\lambda)(s-g)\rangle= \\
& =(1-\lambda)\langle\lambda(s-g)+g, s-g\rangle=(1-\lambda)\left[\langle g, s-g\rangle+\lambda\|s-g\|^{2}\right]= \\
& =(1-\lambda)[\langle g, s-g\rangle+(\beta-1)\langle g, s-g\rangle]=\beta(1-\lambda)\langle g, s-g\rangle\langle 0 .
\end{aligned}
$$

This completes the proof.

## Lemma 3. The algorithm executes Step 6 in a finite number of operations.

Proof. From the algorithm's rules we get

$$
\left\langle s_{k, i}, g_{k, i+1}-s_{k, i}\right\rangle \leqslant m_{1}\left\|s_{k, i}\right\|^{2}-\left\|s_{k, i}\right\|^{2}=-\left(1-m_{1}\right)\left\|s_{k, i}\right\|^{2}<0
$$

Consider Fig. 1. Denote by $h=\operatorname{Nr}\left\{s_{k, i}, g_{k, i+1}\right\}$ the point of minimal Euclidean norm in the convex hull of $\left\{s_{k, i}, g_{k, i+1}\right\}$.


Fig. 1
Then $h$ lies between $s_{k, i}$ and $g_{k, i+1}$, and

$$
\begin{aligned}
& \|h\|^{2}=\left\|g_{k, i+1}\right\|^{2}-\left\|g_{k, i+1}\right\|^{2} \cos ^{2} \alpha= \\
& \quad=\left\|g_{k, i+1}\right\|^{2}-\left\langle g_{k, i+1}, s_{k, i}-g_{k, i+1}\right\rangle^{2} /\left\|s_{k, i}-g_{k, i+1}\right\|^{2}
\end{aligned}
$$

From Lemma 2 it is easy to see that $q_{j}$ lies between $h$ and $g_{k, i+1}$. We have

$$
\begin{aligned}
q_{j}=R_{\beta_{2}}\left(\xi_{k, i+1}\right) q_{j-1}=R_{\beta_{2}} & \left(\xi_{k, i+1}\right) R_{\beta_{2}}\left(\xi_{k, i+1}\right) q_{j-2}= \\
& =R_{\beta_{2}^{2}}\left(\xi_{k, i+1}\right) q_{j-2}=\ldots=R_{\beta_{2}^{j}}^{j}\left(\xi_{k, i+1}\right) g_{k, i+1}
\end{aligned}
$$

This implies

$$
\begin{aligned}
\left\|q_{j}\right\|^{2}= & \left\|g_{k, i+1}\right\|^{2}+\left(\beta_{1}^{2 j}-1\right)\left\langle g_{k, i+1}, \xi_{k, i+1}\right\rangle^{2}= \\
= & \left\|g_{k, i+1}\right\|^{2}+\left(\beta_{1}^{2 J}-1\right)\left\langle g_{k, i+1}, s_{k, i}-g_{k, i+1}\right\rangle^{2} /\left\|s_{k, i}-g_{k, i+1}\right\|^{2}= \\
& \|h\|^{2}+\beta_{2}^{2 j}\left\langle g_{k, i+1}, s_{k, i}-g_{k, i+1}\right\rangle^{2} /\left\|s_{k, i}-g_{k, i+1}\right\|^{2}
\end{aligned}
$$

which yields

$$
\begin{equation*}
q_{j} \rightarrow h \text { as } j \rightarrow+\infty \tag{9}
\end{equation*}
$$

Let us denote $\xi^{\prime}=\left(g_{k, i+1}-s_{k, i}\right) /\left\|g_{k, i+1}-s_{k, i}\right\|, \quad s^{\prime}=R_{\beta_{1}}\left(\xi^{\prime}\right) s_{k, i}$.
Then

$$
\begin{align*}
& \left\|s^{\prime}\right\|^{2}=\left\|s_{k, i}\right\|^{2}+\left(\beta_{1}^{2}-1\right)\left\langle s_{k, i}, \xi^{\prime}\right\rangle^{2}= \\
& =\left\|s_{k, i}\right\|^{2}+\left(\beta_{1}^{2}-1\right)\left\langle s_{k, i}, g_{k, i+1}-s_{k, i}\right\rangle^{2} /\left\|g_{k, i+1}-s_{k, i}\right\|^{2}= \\
& =\left\|s_{k, i}\right\|^{2}+\left[\left(\beta_{1}^{2}-1\right) /\left\|g_{k, i+1}-s_{k, i}\right\|^{2}\right]\left(\left\|s_{k, i}\right\|^{2}-\left\langle s_{k, i}, g_{k, i+1}\right\rangle^{2}\right)= \\
& =\left\|s_{k, i}\right\|^{2}+\left[\left(\beta_{1}^{2}-1\right) /\left\|g_{k, i+1}-s_{k i,}\right\|^{2}\right]\left(\left\|s_{k, i}\right\|^{4}+\right.  \tag{10}\\
& \left.-2\left\|s_{k, i}\right\|^{2}\left\langle g_{k, i+1}, s_{k, i}\right\rangle+\left\langle g_{k, i+1}, s_{k, i}\right\rangle^{2}\right) \leqslant \\
& \leqslant\left\|s_{k, i}\right\|^{2}\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right)\left\|s_{k, i}\right\|^{2} /\left\|g_{k, i+1}-s_{k, i}\right\|^{2}\right] \leqslant \\
& \quad \leqslant\left\|s_{k, i}\right\|^{2}\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} /\left\|g_{k, i+1}-s_{k, i}\right\|^{2}\right]=\gamma_{k} .
\end{align*}
$$

From Lemma 1 it follows that $s^{\prime}$ lies between $s_{k, i}$ and $g_{k, i+1}$. Therefore

$$
\begin{equation*}
\|h\|^{2}<\left\|s^{\prime}\right\|^{2}<\gamma_{k} \tag{11}
\end{equation*}
$$

From inequalities (11) and (9) we see that there exists $j$ such that

$$
\left\|q_{j}\right\|^{2}<\gamma_{k} .
$$

This completes the proof.

Lemma 4. $s_{k, i}$ is a convex combination of two points $s_{k, i-1}$ and $g_{k, i}$, for any $k$ and $i=1,2, \ldots, t(k)$.

Proof. From the proofs of Lemmas 2 and 3 it is evident that in the case when Step 6 is performed, $s_{k, i}$ is always a convex combination of $s_{k, i-1}$ and $g_{k, i}$. It remains to consider the case where Step 5 of the algorithm is carried out. In this case we have

$$
s_{k . i}=R_{\beta_{1}}\left(\xi_{k, i}\right) s_{k, i-1},
$$

where

$$
\xi_{k, i}=\left(g_{k, i}-s_{k, i-1}\right) /\left\|g_{k, i}-s_{k, i-1}\right\|
$$

From the definition of the operator of space dilation we obtain

$$
\begin{aligned}
& s_{k, i}=s_{k, i-1}+\left(\beta_{1}-1\right)\left\langle s_{k, i-1}, \xi_{k, i}\right\rangle \xi_{k, i}= \\
&=s_{k, i-1}+\left[\left(\beta_{1}-1\right)\left\langle s_{k, i-1}, g_{k, i}-s_{k, i-1}\right\rangle /\left\|g_{k, i}-s_{k, i-1}\right\|^{2}\right]\left(g_{k, i}-\right. \\
&\left.-s_{k, i-1}\right)=(1-\lambda) s_{k, i-1}+\lambda g_{k, i},
\end{aligned}
$$

where

$$
\lambda=\left(\beta_{1}-1\right)\left\langle s_{k, i-1}, g_{k, i}-s_{k, i-1}\right\rangle /\left\|g_{k, i}-s_{k, i-1}\right\|^{2}
$$

We shall show that $\lambda \in[0,1]$. We have

$$
\left\langle s_{k, i-1}, g_{k, i}-s_{k, i-1}\right\rangle \leqslant m_{1}\left\|s_{k, i-1}\right\|^{2}-\left\|s_{k, i-1}\right\|^{2}=-\left(1-m_{1}\right)\left\|s_{k, i-1}\right\|^{2}
$$

Thus

$$
\lambda \geqslant\left(1-\beta_{1}\right)\left(1-m_{1}\right)\left\|s_{k, i-1}\right\|^{2} /\left\|g_{k, i}-s_{k, i-1}\right\|^{2}>0 .
$$

Besides

$$
\begin{aligned}
\left\langle s_{k, i-1}, g_{k, i}-s_{k, i-1}\right\rangle= & -\left\|s_{k, i-1}\right\|^{2}+\left\langle s_{k, i-1}, g_{k, i}\right\rangle \geqslant \\
\geqslant & -\left\|s_{k, i-1}\right\|^{2}+2\left\langle s_{k, i-1}, g_{k, i}\right\rangle-m_{1}\left\|s_{k, i-1}\right\|^{2}= \\
& =-\left\|s_{k, i-1}-g_{k, i}\right\|^{2}-m_{1}\left\|s_{k, i-1}\right\|^{2}+\left\|g_{k, i}\right\|^{2} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \lambda \leqslant\left(1-\beta_{1}\right)\left[1+\left(m_{1}\left\|s_{k, i-1}\right\|^{2}-\left\|g_{k, i}\right\|^{2}\right) /\left\|s_{k, i-1}-g_{k, i}\right\|^{2}\right] \leqslant \\
& \leqslant\left(1-\beta_{1}\right)\left[1+m_{1}\left\|s_{k, i-1}\right\|^{2} /\left\|s_{k, i-1}-g_{k, i}\right\|^{2}\right]
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\left\|s_{k, i-1}-g_{k, i}\right\|^{2}= & \left\|s_{k, i-1}\right\|^{2}+\left\|g_{k, i}\right\|^{2}-2\left\langle s_{k, t-1}, g_{k, i}\right\rangle \geqslant \\
& \geqslant\left(1-2 m_{1}\right)\left\|s_{k, i-1}\right\|^{2}+\left\|g_{k, i}\right\|^{2} \geqslant\left(1-2 m_{1}\right)\left\|s_{k, i-1}\right\|^{2}
\end{aligned}
$$

Hence

$$
\lambda \leqslant\left(1-\beta_{1}\right)\left[1+m_{1} /\left(1-2 m_{1}\right)\right]=\left(1-\beta_{1}\right)\left(1-m_{1}\right) /\left(1-2 m_{1}\right) .
$$

From the assumption that $m_{1}\left(1-m_{1}\right)<\beta_{1}<1$ it follows that

$$
\lambda \leqslant\left[1-m_{1} /\left(1-m_{1}\right)\right]\left(1-m_{1}\right) /\left(1-2 m_{1}\right)=1
$$

This completes the proof.
Lemma 5. The process of finding $x^{k+1}$ is finite for any $k$.
Proof. It is easy to observe that the process of calculating $x^{k+1}$ could be stopped with the equality $x^{k+1}=x_{k, t(k)}$ as soon as we have one of the following three cases:
a) $\left\|x^{k}-x_{k, t(k)}\right\|>\delta$,
b) $f\left(x^{k}\right)-f\left(x_{k, t(k)}\right)>\delta$,
c) $\left\|s_{k, t(k)}\right\| \leqslant \varepsilon_{k}$.

Let us assume that for some fixed $k$ and all $i$ cases a) and b) do not occur. Then we shall prove that there exists some finite $t(k)$ sufficiently large such that $\left\|s_{k, t(k)}\right\| \leqslant \varepsilon_{k}$. Combining (2), Lemma 4 and the local boundeness of the subdifferentials, it is easily seen that there exists $b>0$ such that

$$
\begin{array}{ll}
\left\|g_{k, i}\right\| \leqslant b & \text { for all } i, \\
\left\|s_{k, i}\right\| \leqslant b & \text { for all } i .
\end{array}
$$

Assume, for contradiction purposes, that $\left\|s_{k}\right\|_{i} \|>\varepsilon_{k}$ for all $i$. Step 6 yields

$$
\begin{equation*}
\left\|s_{k, i+1}\right\|^{2} \leqslant\left\|s_{k, i}\right\|^{2}\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} /\left\|s_{k, i}-g_{k, i+1}\right\|^{2}\right] \tag{12}
\end{equation*}
$$

for all $i$.
In Step 5 we have

$$
\left\|s_{k, i+1}\right\|^{2}=\left\|R_{\beta_{1}}\left(\xi_{k, i+1}\right) s_{k, i}\right\|^{2}=\left\|s_{k, i}\right\|^{2}+\left(\beta_{1}^{2}-1\right)\left\langle s_{k, i}, \xi_{k, i+1}\right\rangle^{2}
$$

and from inequality (10) it follows that in this case we also have (12). From inequality (12) one obtains

$$
\begin{aligned}
&\left\|s_{k, i+1}\right\|^{2} \leqslant\left\|s_{k, i}\right\|^{2}\left[1+\frac{\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2}}{\left\|g_{k, i+1}\right\|^{2}-2\left\langle g_{k, i+1}, s_{k, i}\right\rangle+\left\|s_{k, i}\right\|^{2}}\right] \leqslant \\
& \leqslant\left\|s_{k, i}\right\|^{2}\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} / 4 b^{2}\right]
\end{aligned}
$$

for all $i$. This yields

$$
\begin{aligned}
\left\|s_{k, i}\right\| \leqslant\left\|s_{k, 0}\right\|\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} / 4 b^{2}\right]^{1 / 2} & \leqslant \\
& \leqslant b\left[1+\left(\beta_{1}^{2}-1\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} / 4 b^{2}\right]^{1 / 2}
\end{aligned}
$$

If

$$
i>2\left(\ln \varepsilon_{k}-\ln b\right) / \ln \left[1-\left(1-\beta_{1}^{2}\right)\left(1-2 m_{1}\right) \varepsilon_{k}^{2} / 4 b^{2}\right]
$$

then $1 n\left\|s_{k, i}\right\| \leqslant 1 n \varepsilon_{k}$, i.e. $\left\|s_{k, i}\right\| \leqslant \varepsilon_{k}$. This completes our proof.

The above lemmas show that our algorithm generates an infinite sequence of points $\left\{x^{k}\right\}$. In the next section we shall prove that this sequence minimizes $f$.

## 3. Convergence of the algorithm

Theorem. Assume that Conditions (2) - (5) are satisfied and let $\left\{x^{k}\right\}_{k=0}^{\infty}$ be the sequence generated by the algorithm. Then

$$
\lim _{k \rightarrow+\infty} f\left(x^{k}\right)=f^{*}=\min _{x \in R^{n}} f(x) .
$$

Proof. From the description of the algorithm and Condition (2) it is evident that the sequence $\left\{f\left(x^{k}\right)\right\}_{k=0}^{\infty}$ is nonincreasing and bounded from below, therefore there exists

$$
\begin{equation*}
\lim _{k \rightarrow \infty} f\left(x^{k}\right)=f_{\infty} \geqslant f^{*}=\min _{x \in R^{n}} f(x), \tag{13}
\end{equation*}
$$

Then

$$
\begin{equation*}
\varepsilon_{k}=\max \left\{\sqrt{f\left(x^{k-1}\right)-f\left(x^{k}\right)}, \delta_{k}\right\} \rightarrow 0 \text { as } k \rightarrow \infty . \tag{14}
\end{equation*}
$$

Let us now prove that there exists an infinite subset of indices $K \subset N$ such that

$$
\begin{equation*}
\eta^{k}=\max \left\{\left\|x^{k}-x_{k, i}\right\|: i=1,2, \ldots, t(k)\right\} \rightarrow 0 \tag{15}
\end{equation*}
$$

as $k \rightarrow \infty, k \in K$.
Let us observe that there must exist an infinite subset $K \subset N$ such that

$$
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{k+1}\right) \leqslant f\left(x^{k-1}\right)-f\left(x^{k}\right) \text { for all } k \in K . \tag{16}
\end{equation*}
$$

Indeed, if this was not true one would have $f\left(x^{k}\right) \rightarrow-\infty$, a contradiction. We shall establish (15) for $k \in K$.

From the description of the algorithm we have

$$
\begin{array}{r}
0 \leqslant\left\|x^{k}-x_{k, t}\right\|=\left\|\sum_{t=0}^{i-1}\left(x_{k, t}-x_{k, t}\right)\right\|=\left\|\sum_{t=0}^{i-1} \tau_{k, t} s_{k, t}\right\| \leqslant \sum_{t=0}^{i-1} \tau_{k, t}\left\|s_{k, t}\right\|= \\
=\sum_{t=0}^{i-1} \tau_{k, t}\left\|s_{k, t}\right\|^{2} /\left\|s_{k, t}\right\| \leqslant \frac{1}{\varepsilon_{k}} \sum_{t=0}^{i-1} \tau_{k, t}\left\|s_{k, t}\right\|^{2} \leqslant \frac{1}{m_{2} \varepsilon_{k}} \sum_{t=0}^{i-1}\left[f\left(x_{k, t}\right)-\right. \\
\left.-f\left(x_{k, t+1}\right)\right]=\frac{1}{m_{2} \varepsilon_{k}}\left[f\left(x_{k, 0}\right)-f\left(x_{k, t}\right)\right],
\end{array}
$$

for $i=1,2, \ldots, t(k)$.
Thus

$$
\begin{equation*}
0 \leqslant\left\|x^{k}-x_{k, i}\right\| \leqslant \frac{1}{m_{2} \varepsilon_{k}}\left[f\left(x^{k}-f\left(x^{k+1}\right)\right],\right. \tag{17}
\end{equation*}
$$

for $i=1,2, \ldots, t(k)$. From (16) and (17) we get for $k \in K$ and $i=1, \ldots, t(k)$

$$
0 \leqslant\left\|x^{k}-x_{k, 1}\right\| \leqslant \frac{1}{m_{2} \varepsilon_{k}}\left[f\left(x^{k-1}\right)-f\left(x^{k}\right)\right] .
$$

By the definition of $\varepsilon_{k}$, since $f\left(x^{k-1}\right)-f\left(x^{k}\right) \rightarrow 0$ as $k \rightarrow+\infty$, the right-hand side of the above inequality tends to 0 , as $k \rightarrow+\infty$. This establishes (15).

From the description of the algorithm it is clear that $g_{k, i} \in \partial f\left(x^{k} ; \eta^{k}\right), i=0,1, \ldots$ $\ldots, t(k)$, where $\eta^{k} \rightarrow 0$, as $k \rightarrow+\infty, k \in K$, from (15). Here $\partial f(x, \eta)$ denotes the set of all $\eta$-subgradients of $f$ at $x$ defined by

$$
\partial f(x, \eta)=\operatorname{conv} \cup\{\partial f(y):\|y-x\| \leqslant \eta\} .
$$

On the basis of Lemma 4 it follows that $\mathrm{s}_{k, i} \in \partial f\left(x^{k}, \eta^{k}\right)$ for $k \in K$. From Assumption (2) it is easy to see that there exist $x^{\prime}$ and an infinite subset $K^{\prime} \subset K$ such that $x^{k} \rightarrow x^{\prime}$ as $k \rightarrow+\infty$ and $k \in K^{\prime}$. By (14) and (15), we have

$$
s_{k, t(k)} \rightarrow 0 \text { as } k \rightarrow+\infty, k \in K^{\prime},
$$

where $s_{k, t(k)} \in \partial f\left(x^{k}, \eta^{k}\right)$. We know that the map $(x, \eta) \rightarrow \partial f(x, \eta)$ is upper semicontinuous on $R^{n}$ (see [12]). Therefore $0 \in \partial f\left(x^{\prime}, 0\right)=\partial f\left(x^{\prime}\right)$; which means that $x^{\prime}$ is a minimum point of $f$ and

$$
\begin{equation*}
\lim _{\substack{k \rightarrow+\infty \\ k \in K^{\prime}}} f\left(x^{k}\right)=f^{\prime}\left(x^{\prime}\right)=f^{*} . \tag{18}
\end{equation*}
$$

From (13) and (18) we obtain

$$
\lim _{k \rightarrow+\infty} f\left(x^{k}\right)=f^{*}=\min _{x \in R^{n}} f(x) .
$$

The theorem is proved.
From the proof of the above theorem we have the following.
Corollary. In addition to the assumptions of the above theorem, suppose that $f$ is strongly convex on $R^{n}$. Then the sequence $\left\{x^{k}\right\}_{k=0}^{\infty}$ converges to the minimum point $x^{*}$ of $f$ on $R^{n}$.

## 4. Example

The objective function to be minimized is

$$
f(x)=\max \left\{f^{\prime}(x), f^{\prime \prime}(x)\right\},
$$

where $x \in R^{2}, f^{\prime}(x)=4 x_{1}^{2}+\left(x_{2}-4\right)^{2}, f^{\prime \prime}(x)=\left(2 x_{1}-4\right)^{2}+x_{2}^{2}$. For this problem, the optimal solution is $x^{*}=(1,2)$ with $f\left(x^{*}\right)=8$. Let LF denote the number of calculations of the function values and LG that of the function subgradients.

Our algorithm used the starting point $x^{0}=(2,0)$ with $f\left(x^{0}\right)=32$. For $\beta_{1}=\beta_{2}=0.3$, $m_{1}=0.23, m_{2}=0.17, \delta_{k}=\frac{1}{\sqrt[4]{k}}$, we obtained

$$
\begin{array}{rlrl}
k & =18, \quad \sum_{k=0}^{18} t(k)=67, \quad f\left(x^{18}\right)=8.0001309, \\
x_{1}^{18} & =1.0020049, & x_{2}^{18}=2.0039851, \\
\mathrm{LF} & =673, & \mathrm{LG} & =155 .
\end{array}
$$
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## Subgradientowa metoda z rozciąganiem przestrzeni dla minimizacji wypuklych funkcji

W artykule rozpatrywana jest subgradientowa metoda $z$ rozciagganiem przestrzeni dla minimizacji wypukłych funkcji. Przedstawiono model algorytmu oraz udowodniono zbieżność przy ogólnych założeniach dotyczących funkcji i parametrów opisujących metodẹ. Metoda daje się łatwo zaprogramować. Zamieszczono wyniki obliczeń prostego przykładu numerycznego.

## Субградиечтный метод с растяжением пространства для ммнимизации выпуклых функций

В статье рассматривается субградиентный метод с растяжением пространства для минимизации выпуклых функций. Представлена модель алгоритма и доказана сходимость при общих предпосылках, касающихся функций и параметров, описывающих метод. Для метода несложно разработать программы. Приведены результаты вычислений для простого численного примера.

