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The mathematical model studied here describes the evolution of the thermal field in a 
material undergoing an irreversible change of structure at a prescribed temperature with l<i_tent 
heat absorption. An existence theorem is proved for the multidimensional case. More results 
(particularly a uniqueness theorem) are gi\ien for the one-dimen~ionaJ: case and some results of 
num~rical compu:tations are presented. 

1. Introduction 

Intumescent paints when heated above some threshold temperature by 
external heat sources change their structure, releasing gas and absorbing heat. 
The process is used e.g. to create a protective coating against fire, owing to 
the low thermal conductivity of the material produced, which looks swollen 
and porous. Such a transformation is of course irreversible. In [1], [2] 
a first approach was considered: basically consisting in a Stefan problem. 
On1y the case of monotone processes was taken into account, as suggested 
by the technical problem dealt with. On the other hand, we shall see that 
introducing irreversibility in free boundary problems (even in the simple 

*) Work partially supported by the University of Florence, by the CNR-GNFM and by 
the NSF Grant 48-206-80. 
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Stefan's scheme) leads to non-standard problems which are very interesting 
and by no means trivial. The resulting class of problems seems to be related 
to a number of phenomena, presently under investigation, which are charac­
terized by an irreversible change of structure (see also Remark 1.4). 

In usual, reversible change of phase processes it is natural to introduce 
an energy-temperature relationship of the form 

E = u+ A.H (u) (1.1) 

(A. > 0 is the latent heat and the heat capacity has been taken equal to one 
for simplicity), where H (u) is the Heaviside graph, jumping at the tempe­
rature u ~ 0, at which the :transition fi:·om "state '1" (u < 0) to "state 2" 
(u > 0) occurs. 

In an irreversible process, once the material is in state 2 it will never pass 
to state 1, even if the temperature becomes : negative. Thus, if at a point Po 
the material is in state 1 (necessarily u < 0 · in P0 ) latent heat will be 
absorbed only the first time the temperature u = 0 is crossed. ~et us seek for 
a modification of (1.1) accounting for irreversibility. 

Let Q be a bounded domain in R" occupied by the heat conducting 
medium. Assume that 8Q is smooth and for 0 <: T < oo set QT = Q x (0, T]. 
Denote by Q 1 , Q2 the subsets of QT corresponding to state 1 and to state 2, 
respectively. The temperature u (x, t) satisfies the heat equation in Q 1 and 
in Q 2 (for simplicity we set all thermal coeffiCients equal to one in both phases, 
although this is riot needed for the formulation below). For a classical solution 
the. interface r c QT can be represented by the equation <P (x, t) = 0, where 
<P is a C1 function such that <P < 0 in state 1 and <P > 0 in state 2. 

On r we have the continuity of u (x, t) and either Stefan type conditions 
(brakets denoting jumps, as usual) 

(A. = latent heat), or just a "diffraction" type thermal balance 

according to whether state 2 is forming (i.e. <P1 > 0) or· not (<P1 = 0) . 
If we want to interpret the above model (complemented with initial and 

boundary conditions) in a weak sense, the standard procedure of multiplying 
by a test function from a suitable space and integrating by parts leads· to the 
following differential equation 

. a;at (u + A.x) - Llu = 0, 
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in the sense of ~, (!Jr), where x is the characteristic function of the region 
:occupied by state 2. 

The effect of irreversibility amounts to the formal identification 

· x = H(sup u(x,r)) . 
O<t<t 

Hence it looks natural to substitute (l.l) with 

E(x,t) = u(x,t)+H(sup u(x,r)) 
O<t<t 

and to proceed to formulating the problem as follows. 
Let u0 (x), f(x, t) be given functions such that 

(A1) u0 E H 1 (.Q) n L00 (.Q), 

(A 2) j EC(O, T;I!(D))nL2 (0, T;H1 (oD)), 

[[uolloo,a+ [[Jll oo,aQx(O,T) ~M 

for some wnstant M > 0. 

(1.2) 

(1.3) 

The functions u0 and f will play the role of the initial temperatur-e and 
of the boundary data respectively. 

We assume that the support of u6 does not coincide with Q, since 
otherwise the problem is triviaL 

The initial state of the system is described by a function ( 0 (x) E 
EH(u0 (x)), xED. 

PROBLEM (P) Find a pair (u, ~) such that · 

u EC (0, T; L2 (.0)) n L2 (0, T; H 1 (.0)) n Loo (.Or), (1.4) 

u = f on o.Q x (0, T) in the sense of the traces, (1.5) 

~ (x, t) is included in H (ess sup u (x, t)) in the sense 
O<t<r of the graphs, (1.6) 

and such that the equation 

JJ { - (u+~)<p, +VxuVx<p}dxdt = J(u0 +~0)<p(·,O)dx (1.7) 
!2y Q 

is satisfied for all <p E H 1 (.QT) n L2 (0, T; H6 (.0)), which vanish for t = T 
Here and in the following we assume A.= 1 

REMARK 1.1. The above scheme includes the possibility of mushy regions 
evolving in the system, although it does not specify their degree of irrever­
sibility. For complete irreversibility one should replace ~ (x , t) in (1.7) with 
ess sup~ (x, r), with ((x, r) included in H (u (x, r)) . Of course this remarf .. 
O<t<t . 

is irrelevant when the measure of the set of zero temperature is zero. It can 
be observed that this kind of artificial monotonicity of energy in mushy 
regions represents a limiti~g case of hysteresis with_ '\)pen cycles" (the closing 
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side being moved to infiri.ity). Cpange of phase problems with hysteresis have 
been studied in [3] • (see also the literature quoted therein). The present 
treatment • contains substantial differences. 

REMARK 1.2. In stating Problem (P) we assumed implicitly that at any point 
where u0 (x) < 0 the material is in state 1 for t = 0. However it is riot 
difficult to take into account the possibility that in some subset <:>f u0 < 0 
the material is in state 2. It suffices to introduce a suitable non-negative 
function o:0 (x) • and to replace H (u0 (x)) by H (u0 (x)+o:0 (x)), and 
H (ess sup u (x, r)) by H (ess sup u (x, r)+o:0 (x)). Such a substitution leaves 

O<t<t O<t<t 

all the analysis presented here unaffected. 

REMARK 1.3. In the model considered here all thermal coefficients are taken 
equal to one. However we can expect they depend in general on u and on 
sup u (x, r), being different in state 1 and in state 2. Another simplification 

O<t<t 

introduced consists in neglecting the deformation undergone by the material. 
These simplifications are not crucial for the one-dimensional case. Finally the 
gas dyri.amies is •neglected as well as its interaction with heat transport . The 
motivation for considering such a simplified model is• to focus our attention 
on the difficulties involved by irreversibility. 

REMARK 1.4. Some other examples of free boundary problems with irreversi­
bility can be found in the literature. An oxygen diffusion-consuption model 
studied in [4] divides the tissue in three zones: • the alive zone (diffusing 
and absorbing; oxygen above some threshold concentration A.> 0) a ·smt of 
reservoir zone (reversible, absorbing but not diffusing; oxygen concentration 

· uE(O, A:)), and the dead zone (irreversible, diffusing but not absorbing; 
inf u(x,r) = O). 

0 < t<t 

· Change of phase with removal of the formed phase (see [5]) is a one-phase 
problem with artificial monotonicity of the free boundary. The direct 
accessibility of the phase front makes this problem substantially different from 
the one studied here. 

Another c1ass of irreversible phenomena with free boundaries is represented 
by pyrolysis and combustion of intumesceri.t polymers as described e.g. in 
[6] (see also the literature quoted therein). · 

In this paper the following existence theorem will be proved. 

THEOREM 1.5. Under assumptions (A 1HA2), Problem P possesses at least one 
solution. 

In addition some comments will be made concerning the one-dimensional 
case (Thni. 8.1). In particular, uniqueness can be shown to hold iri. this ·case, 

. although in a special dass. 
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The plan of the paper is as follows. In Sec. 2 the problem is reformulated 
in a way which is more suitable for the use of compactness arguments. 
In Sections 3,4 and 5 a regularized problem is introduced (by smoothing H) 
and solved. · Further a priori estimates on the approximating solutions are 
obtained in Sec. 6, while in Sec. 7 it will be concluded that there exists 
a sequence of approximating solutions converging to the solution of the refor­
mulated problem. A basic lemnia will concern the equicontinu~ty of the 
negative part of the regu1arized solutions. 

Finally, it will be shown: that the :solution obtained for the reformulated 
problem is :actU:ally a solution of problem (P) and that its negative part is 
continuous. 

One-dimensional problems will be discussed in Sec. 8 along with some 
numerical computation. 

2. A• auxiliary for .... lation 

In order to construct a solution to Problem (P) we will use a compactness 
argument on a sequence of regularized solutions. However in such a setting ! 

it is hard to recover ~ (x, t) in H (ess sup u {x, r)) as a limit of a convergent 
O<t<t 

sequence. For this reason it · is convenient to replace H (ess sup u (x, -r)) in 
t O<t<t 

(1.6) by H (J u+ (x, -r) d-r+ut {x)) and to note that H (u0 (x)) c H (ut (x)). 
0 

Of course we cannot say a priori that the two formulations are equivalent. 
Indeed, if for some (x, t) we have ess supp u (x, -r) < 0, the first formulation 

0 < t< t 

implies ·~ (x, t) = 0, but the same conClusion is not generally true in the 
:second one. 

Therefore, once a solution to the reformulated problem will be obtained, 
we will have to show that ~ (x, t) actually vanishes whenever ess sup u (x , -r) < 0. 

3. The approximating proWem (P .) 

For each e > 0 set 

and 

{ 

1 ifs~e 
H. (s) = sje if 0 ::( s < e, 

0 jf s<O 

( ) _ {ut (x), if ut (x) ~ e, 
a, x - e~ 0 (x), if ut (x)E [0, e). 

0 < t<t 

(3.1) 

(3.2) 
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In such a way 

H. (IX. (x)) = ~0 (x), XEO, (3.3) 
for all s > 0. 

We look for a solution u. (x, t) of the following problem. 
Problem (P.) Find u.EC(O, T;L2 (Q))C'IL2 (0,T;Ht (Q)), u.EH110 c(QT), such 
that the equation 

is satisfied in ~~ (QT) and 

u.(x,t)=f(x,t), (x,t)EoOx(O, T], 

Ue (x, 0) = u0 (x), xEO 

in the sense of the traces. 
More explicitly, u. satisfies (3.5) and 

t 

ff { -[u.+He(J ut (x, r)dr+ll.(x))] cp1 + 
Qy 0 

(3.4) 

(3.5) 

(3.6) 

+Vxu ·Vxcp}dxdt= J(u0 +~0)cp(x,O)dx (3.7) 
Q 

for all cp in the space of test functions specified in Sec. 1. 
Let us: first prove uniqueness. : 

PROPOSITION 3.1. (Pe) has at most one solution. 
The proof is standard. Let Ut, u2 be two solutions and set w = Ut- u2 . 

T 

Choosing cp (x, t)= J w (x, r) dr as a test function, it is not difficult to get 
the inequality 1 

ff w2 dx dt ~ (T/s) JJ w2 dx dt, 
Q Q 

(3.8) 

whiCh implies w = 0 in Q x (0, s/2]. An iteration process yields uniqueness 
in :oT for arbitrary T > 0. 

To prove existence, we use a time discretization procedure motivated by 
the following formal calculation. 

Let us introduce the function 

t 

v(x,t)= Ju(x,r)dr. 
0 

(3.9) 
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It is easily seen that (3.4H3.6) reduces to 

t 

t 

V1-AV = -H. (J vt dr + o:. (x))+u0 +~o 
0 

t 

v(x,t)=Jf(x,r)dr, (x,t)E8Qx(O,T]. 
0 

v(x,O)=O, xEQ. 

201 

(3.10) 

(3.11) 

(3.12) 

The term H • (J vt dr + o:.) can be regarded as a nonlinear source containing 
0 

the "history" of the process. Similarly, our discretized problem will contain 
at each time step the "memory" of the values of the solution at every 
previous time. 

Next section will be devoted to prove existence of a solution to the 
discretized problems. In Section 5 we will prove the existence of u •. 

4. Time discretized approximation to (P .) 

For any nEN set h = T/n, t; = ih, i = 0, 1, ... , n, and consider the discre­
tized problem 

v(x,t0 ) =0, xEQ, (4.1) 

v(x,t;+ 1)- v(x,t;) _ ( . ) -
h Llv x, t,+ 1 -

i 

=-H.(L [v(x,ti+ 1 )-v(x,t)]++a.(x))+u0 (x)+~0 (x) in .@'(Q), (4.2) 
j=O 

i 

v (x, ti+l) = h L f(x, ti +1), xE8Q, i = 0, ... , n-1. (4.3) 
j=O 

PROPOSITION 4.1. The above recursive scheme uniquely defines 

for i = 0, ... , n. 

Proof. The existence is proved by the Schauder-Leray fixed point theorem, 
via standard elliptic estimates, since H. ( ·) is Lipschitz continuous: Uniqueness 
follows from the :monotonicity of H, ( · ). : 
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Now we define 

u (x, t 0 ) = u0 (x), (4.4) 

( ) 
_ v (x, t;+ 1)-v (x, t;) 

ux,ti+l- h ' (4.5) 

i = 0, 1, .. . , n -1, x E Q and we consider the time-piecewise constant function 
defined by 

ii (x, 0) = u0 (x), (4.6) 

ii(x,t)=u(x,t;+ 1), if t;<t~ti+ 1 , i=0,1, ... ,n-1. (4.7) 

It is easy to verify that 

i tt+l 

L [v (x, tj+d-v (x, t)J+ = S u+ (x, -r) d-r (4.8) 
j=O 0 

and that 

u(x,t;+ 1)-u{x,t;)_ ( . )-
h L1ux,t,+ 1 -

41 h . 

=-! {H•(f.u+ (x,-r)d-r+o:,(x))-H,(f ii+ (x,r)d-r+o:,(x))} 
0 . : 0 . 

a.e. in Q, (4.9) 

u(x,t;+d=f(x,t;+d on iJQ, i=0,1, ... ,n-1. _j4.10) 

We proceed to derive a priori estimates independent of h. 

LEMMA 4.1. There exists a constant y independent of h and of a, such that 

J u2 (x, t;)dx ~ y, 0 ~ i ~ n, 
Q 

H JVx ul 2 dx dr ~ y. 
Qy 

Proof. Let w (x, t;) be recursively defined by 

w(x,t;+ 1)-w(x,t;)_A ( . )-O. ,... 
h LIW X, t,+l - ln ~&, 

w (x, t0 ) = u0 (x), 

w(~,t;)=f(x,t;) on oD,i=0,1, ... ,n. 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

(4.15) . 
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It is well known that such a w exists and is unique, and that the following 
estimate holds 

lllwlll ~c, (4.16) 

where 
n- 1 

lllwlll= L h- 1 J(w(x,t;+I)-w(x,tJ) 2 dx+ 
i=o n 

n-1 

+ L h J [V x w (x, t;+ 1)]2 dx + ~~} llw ( ·, t;)ll oo,n (4.17) 
i=O Q , O......:t-...:n 

and C is a constant depending on the data, but not on h. The function 
U = u......: w satisfies 

U(x,t;+t)-'U(x,tJ U( )-
h -.1 x,t;+1-

- ti+l tj 

=- ~ {H,(f u+ (x,-r)d-r+a,(x))-H,(f u+ (x,-r)d-r+ 

0 0 

+a, (x))}. i=O, 1, ... ,n-1, · (4.18) 

with zero initial and boundary values. 
Multiplying (4.18) by U (x, t;+ 1), integrating over Q and adding over 

i = 0, 1, ... ;} -1, 0 < j ~ n, after some algebraic operations one obtains 

lj 

~ f U
2 

(x, t) dx+ f flvx Ul 2 dx dt ~ 
Q 0 Q 

<; :~ f{ H, (J' il+ (x, <) d< +a; (x))- H, (! ;;+ (x, T) M 
Q 0 0 

Ja, (x))} w (x, t;+ 1) dx. (4.19) 

Performing a discrete integration by parts on the right hand side, the latter 
is estimated in • terms of T, IQI, and of lllwlll, i.e. of a constant independent 
of h .• At this. point the proof of (4.11), (4.12). follows immediately. 

LEMMA 4.2. For every compact set $' c Q there exists a constant y (f) 
dependent on dist ($', oQ), but neither on h nor on t:, such that 

~t:h f\u(x,ti+1~-u(x,t;)\zdx~y(f)/t:z. (4.20) 

.:r 

----------- -- - ---------
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Proof. Let ( (x) be a smooth function such that ( = 1 on :f, ( = 0 on 
8Q, IVx (J bounded in terms of dist (ff, 8Q). Multiply (4.13) by [u (x,ti+ 1)­
- u(x,ti)](2(x), integrate over 8Q and add over i=0,1, ... ,n-1 to get 
n-1 

L h- 1 J[u(x,ti+d-u(x,ti)]( 2 dx + 
i=O Q 

n- 1 

+ L J Vx u (x, ti+d Vx [u (x, ti+d - u (x, ti)] ( 2 dx = 
i=O Q 

n- 1 

i=O Q 

n- 1 ' ti+l 

- L h- 1 J {H. (f u+ (x, r) dr+cte (x))-
i=O Q 0 

t ; 

-H. (J u+ (x, r) dr + cte (x))} [u (x, ti+ 1)- u (x, tJ] ( 2 dx. (4.21) 
0 

Using Cauchy's inequality and Lemma 4.2, the absolute value of the right 
hand side of (4.21) is found to be less than 

1 n - 1 f 
2 i~o h- 1 [u (x, ti+ 1 )- u (x, tJ] ( 2 dx+y (ff)/e2

. 

Q 

where the dependence on :f results from JV x (J. 
The first term on the left side can be shown to be greater than 

-Jiuoll~~<n>· Hence (4.20) follows by proper redefinition of y (ff). 

5. Existence of a solution to (P .) 

PROPOSITION 5.1. A solution to (Pe) exists. 

Proof. If we introduce the function 

uh (x, t) = u (x, ti+ 1)+ h- 1 (t - ti+ 1) [u (x, ti+d - u (x, ti)], 
tE[ti>ti+ 1], i = 0,1, .. . ,n - 1, (5.1) 

as a consequence of Lemmas 4.1 and 4.2 we have that 

IIY'x uhJI2,nT ~ Y 

for some y independent of h and of e, 

0 2 . .ff 

where y (ff) is the constant appearing in (4.20). . . 

(5.2) 

(5.3) 
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Hence we have proved the following. 

LEMMA 5.2. There exists a subsequence of { un} (which we re label with h) 
such that 

uh -Tu. strongly in L2 (.Qy), (5.4) 

uh -Tu. a.e. in .QT , (5.5) 

V x uh -TV x u. weakly in L2 (Qr), (5.6) 

ouhfot -T au.fot weakly over L2 (.::f" X (0, T)), 
implying ouJotEfLc (Qr) . (5.7) 

Now we pr~e that u. coincides with f on the boundary. 

LEMMA t 3. u.(x,t)=f(x,t) in the .sense of the traces for a.e. tE[O, T). 

Proof. If fh (x, t) denotes the piecewise linear function interpolating fin the 
intervals (t;, ti+d, it is easy to show that ll.fh-trace u.lba x(O,Tl tends to zero 
as h -T 0 (use (5.4)) . Since llfh-fllz,aa x(o,r) also tends to zero, the lemma 
follows. • 

To complete the existence proof, we have to show that u. satisfies (3.7). 
Omitting the details, we confine ourselves to sketching the main steps. Take 
a test function qJ with a compact support in .::f", multiply (4.9) by 
qJ (x, tin) h, integrate over Q and add over i = 0, 1, .. . , n- 1, finally perform 
a discrete integration by parts in time. The resulting equation is 

where ({Jh is defined in the same way as uh. 

At this point the subscript h can be transferred from ({Jh to u in the terms 
where it appears, with the addition of terms, which are easily shown to go 
to zero as h -T 0 (use Lemma 4.3). By virtue of Lemma 5.2 the limit 
h -T 0 can now be performed in (5.8), leading to (3.7). 

REMARK 5.4. From (5.7) it follows that u. satisfies (3.4) a.e. in Qr. 



206 E. DJ BENEDETIO, A FASANO, M. PRIMICERIO 

6. A priori estimates on the solution of (P .) 

On the basis of Remark 5.4 we can rewrite equation (3.4) in the form 
t . . 

au.f8t - LJu. = - H~ (J ut (x, r) dr + a. (x)) ut (x , t) 
0 

and prove that u. is bounded uniformly 

LEMMA 6.1. For all e > 0 

lluell oo,f.!T ~M, 

where M is the constant appearing in (1.3). 

. . (6.1) 

(6.2) 

Proof. Multiply (6.1) by the functions ± (u+M)± , which vanish on the 
parabolic boundary of QT, and integrate over Q x (0, t) to obtain 

t 

J i(u. + M)± I2 dx + J J IVx (u. + M)±I 2 dx dr = 
.QX{t) 0 .Q 

t t 

+ J J H~ (J u.+ (x, s) ds + a. (x)) u.+ (x, r) (u. + M)± dx dr . (6.3) 
0 g 0 

The right hand side of (6.3) is non-positive when we choose the upper 
sign and it is zero when we choose the lower sign. Hence the proof of 
(6.2) has been completed. • 

REMARK 6.2. By Lemma 6.1, the right hand side of (6.1) is bounded and 
therefore u. is Holder continuous in Qr, (see e.g. [10] Thm. 10.1 p. 204) 
although non-uniformly in e. 

A crucial role in performing in (3.7) the limit passage as e ~ 0 will be 
played by the equicontinuity of the family { u.- } . Let K be a compact subset 
of Q and let .% be a compact subset of QT of the form 

By 8p QT and aP .% we will denote the parabolic boundary of QT and 
of .%, respectively. 

PROPOSITION 6.3. For every compact subset ff c QT and for every e > 0 
the functions u.- (x, t) are continuous in .% with uniform modulus of continuity 

w (e) = [log log (Afg)rB, (6.4) 

where A, B are two positive constants dependent upon M, on the data, 
and on dist (.%, aP QT), but independent of c:. For a pair of points (x;, t;) E .%, 

·. 
' 
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i = 1, 2, (! denotes the parabolic distance 

Q = lx1-xzl+lt1-tzlt. 

If in addition u0 (x) is continuous in Q with modulus of continuity w0 ( · ), 

then for every compact set ~ c Q the above equicontinuity extends to 
~ x [0, T] with modulus of continuity 

w (Q) = max {w (Q), w0 (Q)} . 

In such a case the constants A, B depend on dist (~, 8Q). 
Proof. The proof of the proposition follows the same arguments as [7] 

starting from basic inequalities which we derive next. Let (x0 , t 0)EQr be 
fixed and let B(R)= {xEQ:Jx - x0 J <R}. Denote by Q~ the cylinder 

Q~=B(R)x(t0 - 8R2 ,t0), 8>0 . 

If a 1 , a 2 E (0, 1) consider a~the coaxial cylinder . 

We let R be so small thatQ~ c QT· With (x, t) ~ ( (x, t) we denote a 
piecewise smooth cutoff function in Q~ which equals one on Q~ (a 1 , a 2), 

vanishes on the parabolic boundary of Q~ and satisfies 

For notational simplicity we set 

v= u;, 

and denote with k a positive number. 
Following the notation of [10] set 

V1
•
0 (Q~) = C [to - ()R 2

, t0 ; L2 (B (R)}J n 
n L2 [to- 8R 2

, t 0 ; H 1 (B (R))], 

and if wE V1
•
0 (Q~), 

JJwJJt' · 0 (Q~) = m~x Jlw (-, t)JI~ . B(RJ+ IIV'x wJJ~.Q~· 
c0 -0R ~t~t0 

LEMMA 6.4. There exists a constant y independent of s, such that for every 
k>O 

IJ(v -k) +Jit~o(Q~r",.", 1)~ y [(a1 R)-~+(a2 8R 2
)-

1] IJ(v - k)+lltQ~· (6.4) 

Proof. Multiply (6.1) by cp = - ( - u,- +k)- C and integrate over Q~ 1 = B(R) x 
x(t0 - QR 2

, t), where tE[t0 -(1 - a 2 ) 8R 2
, t0 ]. Since cp vanishes except when 

u, < - k, and k > 0, the right hand side does not give any contribution. 
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As to the left hand side, it equals 

- ff [(v - k)+] 2 
((1 dx d-r+ ~ I [(v-ktJ 2 

(
2 dx+ 

W B(R)x{t} 

+ ff iVx (v - k)+l 2 
(

2 dx d-r + 2 ff(v-k) + Vx (v - kt (Vx ( dx d-r . 

Q~·t Q~l 

The last term is not less than 

- ~ ff iVx (v - kt l2 
(

2 dx d-r - 2 If [(v-k)+J 2 1Vx (1 2 dx d-r. 

Q~·' Q~ 

Hence recalling the definition of(, for arbitrary t E[t0 - (1-a2) ()R 2
, t0] 

and for some real constant y the following inequality holds: 

I [(v - k)+] 2 dx + II IVx (v - k)+ l2 
(

2 dx d-r:::; 

B(R - a 1R)x{t} Q~' 

and the lemma is proved. 
For the next lemma we set the following definition 

Ak:R = {(x, t) E Q~: v (x, t):::; k}, 

LEMMA 6.5. There exists a constant y depending upon the data and independent 
of e, such that for every k > 0 

ll(v - k)-ll~'.o(Q~(a ,, a,)):::; y [(a 1 R)- 2 +(a2 (JR 2
)-

1
] X 

x { ll (v - k)- I I~.Q~ + k meas Ak',R}. (6.5) 

Proof. We multiply (6.1) by the function 

({J = ( -u; + k)+ ( 2 

an? integrate over Q~t , where Q~t is defined as before. We observe that 
({J ~ 0 and therefore the product on the right hand side gives a non-positive 
contribution and it is dropped. 

We treat the remaining terms as follows. First 

a a · 
--;- u, ( -u; +kt = --;-(u; -u;)( - u; +k)+ = 
ut · ut · 

1 a _ 2 a + 
= -- [(v - k) J + k - u . 

2 at at ' 
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Therefore 

. JI :r u.(-u;+k)+ ( 2 = ~ I [(v-k)-] 2
(

2 (x , t)dx-

Qli' B(R) X {t} 

- II[(v-k)-] 2 ((rdxdr+k I u:(2dx-

Q~' B(R) X {t} 

-2k If ut((r dx dr .. 

Q~·' 

Recalling the properties of the cutoff function ( we have 

r If :t u.(-u;+k)+(2 dxdr? ~ ll(v-k) - (-,t)II~B(R-a,R)­
f2Rt 

-(CJ2 8R2
)-

1 ll(v- k)-II~.Q~- 2k (CJ ; 8R2
)-

1 I I u: dx dr . 

Q~ 

For the second term we have 

J = SS Vu.· V ( -u; +kt ( 2 dx dr+2 SS Vxue( -u; +kt (Vxdxdr = 
'Q~' Q~·' 

209 

=l 1 +l2. 

The first integral is extended only to the set where u. = - u; and 
therefore 

J1 = SJ IVx (v-k)-1 2 ( 2 dx dr. 
Q~·' 

In the second integral we perform an integration by parts to obtain 

12 = -2 JS u. Vx ( -u; +kt (Vx ( dx dr = 
Q~' 

-2 SS u. ( -u; +k)+ (IVx (1 2 +(V() dx dr = J~1 l+J~2l. 
Q~·' 

We observe that the integral in J~1 l is extended only to the set 
{ -k < -u; ~ 0} and such a set is included in the set Ak:R· Therefore 

1~1)?- ~ IIIVx (v-k)-1 2 ( 2 dx dr-2k2 (CJ 1 R)- 2 meas Ak:R· 

Q~·' 
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For J~2l, smce lu,l ~ M, recalling the structure of the cutoff function ( 
we have 

J~2l? - CM (a1 R) - 2 JJ (v - k)- dx dr. 
. Q~ 

Combining these estimates we find 

~ i i (v - k)-i i ~.B(R-a,RJx{rl + ~ ff iVx(v - k)- i 2 (2 dxdr~ 
Q~· ' 

~ C (a 2 8R 2
)-

1 ll(v - k)-II~.Q~ +CM [(a 1 R)- 2 +(a2 8R 2
)-

1
] x 

x {I I (v.- k)- dx dr + k I I u,+ dx dt + k2 meas Ai;R}, (6.6) 

~: Q~ 

with C properly redefined. 
'Since v?O we obviously have ll(v - k)-lloo~k and therefore 

JJ (v-k) - dx dr ~ k meas Ak:R · 
Q~ 

Also the integral JJ ut dx dr is extended only to the set { u, > 0} n Q~ and 
Q~ 

such a set is included in the set { - u; > - k}n Q~ = Ak:R · Hence 

k J Jut dx dr ~kM meas Ak:R · 
Q~ 

Substituting these estimates in (6.6), since tE[t0-(1 - a 2) 8R 2
, t 0] is arbitrary, 

we deduce 

ll(v - k) - II~~'(Q~<"" " 'll~ y [(a 1 R)- 2 + (a2 8R 2
)-

1
] x 

x {ll(v-k)- II~. Q~ + k meas Ai;R} 

and the lemma is proved. 

Set 

Let k > 0 and let Jl, 1J be positive numbers satisfying 

Jl? ess sup (v - k)+; 0 < 17 < Jl . 
-· Q~ 

+[ . J1 ]' If' (x), t) = log ( k)+ . . 
Jl - v- + rJ 

(6.7) 

(6.8) 
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LEMMA 6.6. There exists a constant C = C (0) such that for all t E [t0 - OR 2
, t0 ] 

J 'l' 2 (x,t)dx~ J 'l' 2 (x,t 0 -0R2)dx+ 
B(R-utR) B(R) 

+C (0) a1 2 log (Jl/1'/) meas B (R). (6.9) 

Proof. Let x--+' (x) be a cutoff function in B (R) which equals one on 
B(R-a1 R), vanishes on 8B(R) and jV(I~(a 1 R)- 1 . We multiply (6.1) by 
- ('1'2)' (

2
, the prime denoting differentiation w.r.t. v, and integrate over Q~r. 

We observe that (lf'2 )' = 2'l''l'v vanishes on the set {v < k}. Such a set 
includes the support ·of ut arid therefore the product on the right hand 
side will give a zero contribution. The various integrals will be extended to 
the set {v > k}, i.e. { -u; < -k} . 

Therefore we have 

-If :r u,('l'
2
)'(

2
(x)dxdr= I! (v-k)+('l' 2

)'(
2 dxdr= 

Q~' Q~·' 

= JJ:t 'l'
2

(
2

(x)dxdr= I lf'2 (x,t)(
2
dx-

Q~' B(R) 

-I 'l'2 (x,t 0 -0R2
)(

2 dx:;?;: 

B(R) 

'?: I '1'2 (x, t~ dx- I '1'2 (x, t0 -OR 2
) dx. 

B(R-u 1R) B(R) 

In estimating the second term we first observe that 

Hence, arguing as before, 

' - J J Vu, V ('1'2
)' (

2 dx dr = 2 J J Vu, ('1'2)' (V( dx dr = 
Q~' Q~·' 

:;?!: JJ (1+ 'I') (lf'')2 jVvj 2 
(

2 dx d-r:-8 (a 1 R)- 2 JJ 'I' dx dr. 
w ~ 
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Combining these estimates we have for all t E [t 0 - (}R 2
, t0] 

J P2 (x,t)dx~ J P 2 (x,t 0 -8R2 )dx + 
B(R-a 1R) B(R) 

+C (11 1 R)- 2 JJ tp dx dr. (6.10) 

From the definition (6.8) it follows that 

lP (x, t)l ~log (/1/Yf) 

and therefore 

C (11 1 R)- 2 J JP dx dr ~ C (11 1 R)- 2 ln (/1/Yf) meas Q~ ~ 
Q% 

Q. 

~ (;811! 2 In (/1/r!) meas B(R) . 

Substituting this in (6.10), the lemma follows. 

REMARK 6.7. Lemma 6.6 is analogous to Lemma 2.2 of [7], page 140. 
The conclusion of the Proposition 6.2 now follows from inequalities 

(6.4), (6.5) and (6.9) via the arguments of [7], pp. 143-160. In this connection 
see also remarks on page 160 and 175. The continuity up to t = 0 can be 
proved as in Theorem 5.1, page 161 . The specific modulus of continuity 
w (e) was estimated in [11] (see Remark 3.1 page 101). 

7. The limit as 8 --+ 0 

F rom the results of sections 4, 5 we have that 

(7.1) 

where C is independent of 8. By Proposition 6.3, the sequence {u;} is 
equibounded and equicontinuous over compact subsets of QT· 

Therefore a subsequence out of {ue} can be selected (and relabelled with 8) 
such that 

U8 --+ u weakly in I3 (Qr) 
V x U8 --+ V x U , , , 

u~t ~ cP " " " 
uniformly over compact subsets of Qr. 

LEMMA 7.1. u + = 1>, u - = w . 
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Proof. Obviously cp? 0. Since for every cpEL2 (.Qr) 

fJ ucp dx dt = lim fJ (u: -u;) cp dx dt = fJ (c[J-w) cp dx dt 
Q ' e->0 Q Q T T T 

and - w < 0, to show the assertion it will suffice to prove that 

(supp) cp n supp w) = 0. 
If K is compact non-empty and contained in (supp cp n supp w), we have 
w > 17 on K and ue- > ry/2 on K, for all e sufficiently small. Because of the 
uniform convergence . of u; to w in K, if cp E I3 (Qr) and supp cp c K, 

Hence 

fJ c[Jcp dx dt = 0, VcpEL2 (K) 
Qy 

and hence cp = 0 a. e. in K. A contradiction. • 
REMARK. If neither { u.+} nor { u;} converges uniformly it is not clear that the 
weak limits of { ue+} and { ue-} have disjoint support arid hence it is not 
clear that if u8 -+ u we also have u: -+ u and u,- -+ u-. 

t t 

LEMMA 7.2. J u: (x, r) dr-+ J u+ (x, r) dr a.e. in QT· 
0 0 

Proof. Since obviously 

11:, f u,+ (x, t) dtll +' J u,+ (x, t) dtll ~ C, 
0 2,Qy 0 2,Qy 

where C is independent of e, for a subsequence (again relabelled with e) 

t 

J u: (x, r) dr-+ 'P (x, r) strongly in L2 (.Qr) and a.e. in QT· (7.2) 
0 

t 

We want to identify 'Pas J u+ (x, r) dr. Such an identification is not immediate 
0 

since u:-+ u+ only weakly in L2 (Qr). 
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t- t 

JJ ('I'- J u+ (x, r) dr} g dx dt = JJ ('I'--Jut (x, r) dr} g dx dt+ 
!ly 0 !ly 0 

t 

+ JJ g (J [ut (x, r)-u+ (x, r)]} dr . 
!ly 0 

The first integral converges to zero as e ~ 0 because of (7.2) and the second 
tends to zero since u.+ ~ u+ weakly in L2 (Qy) . Therefore, letting e ~ 0, 

t 

JJ ('I' - J u+ (x, r) dr} g dx dt = 0 
Qy 0 

for all g E I3 (Qr) and hence 
t 

'I'= S u+ (x, r) dr a.e. in QT · 
0 

We may now conclude the proof of existence. 

Proof of Theorem 1.5. Consider (3.8) and let e ~ 0 in the subsequence 
chosen above. We obtain 

JJ { - Uq>1+Vx U · Vx cp} dx dr = J (u0 +~0) q> (x, 0) dx+ 
!ly Q 

t 

+ lim JJ (H. (J u.+ (x, r) dr + 1Xe (x)}) q>1 dx dr. (7.3) 
e-+0 !ly 0 

As e ~ 0 we have 
t t 

H. (J u.+ (x, r) dr + Ct:e (x)} ~ ~ c H (J u+ (x, r)+u6 (x)}. 
0 0 

As discussed in section 2, such a selection coincides with a selection out 
of H (sup u (x, r)}, except possibly at those (x , r) for which 

O~t~t 

(i) · xEQ\supp (u6) 
(ii) sup u (x, r) < 0 . 

o::::t:!:;t 

At such points we must have u (x , r) < 0, 0 ~ r ~ t and 

sup u.(x,r)<O 
O~t~t 

for all e sufficiently small, because of the uniform convergence of u; to u- . 
Hence 

t 

J u: (x, r) dr = 0 for all e sufficiently small . 
0 
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and 
t 

H, (J ut (x, -r) d-r +ex, (x )) = 0 for all s sufficiently small. 
0 

It follows that 

~ (x, t) c H ( sup u (x, t)), a.e. in QT 
O~t~t 

and the theorem is proved. • 

8. Remarks on the one-dimensional case 

In order to be specific, assume Q = (0, 1), u0 EC ([0, 1]) and u0 (x) < 0 
for 0 ~ x ~ b, where the material is in state 1, u0 (x) > 0 for b < x ~ 1, 
where the material is in state 2. MoreQver the boundary data are 
u (0, t) = fo (t) < 0, u (1, t) = / 1 (t) > 0. 

In the classical statement of the one-dimensional problem the free 
boundary is a C 1 curve x = s (t), separating state 1 on the left from state 
2 on the right (if mushy regions are absent). 

Assuming a classical solution exists, we can say that in any time 
interval where s (t) < 0 the classical solution coincides with the solution 
(cr, u) of the Stefan problem (SP) with free boundary conditions 

U (cr (t)±, t) = 0, Ux (cr (t) - , t) - ux (cr (t) + , t) =a (t). 
In the opposite situation, i.e. if s (t) = 0 in some interval, the classical 

solution coincides with the solution of a usual initial boundary value 
problem(*) (IBP) and is characterized by the fact that the zero level curve 
x = ex (t) may enter the region occupied by · state 2. 

In the following we will assume that 
(i) the functions fo (t),f1 (t) are analytic for t > 0 and continuous for t = 0. 

It is known that (SP) is uniquely solvable for t > 0 and that the free 
boundary x = cr (t) is analytic for t > 0 ([8], [9]) . 

Assume that u0 (x) is such that eitl}er 
-

(ii) lim a (t) < 0 
t-+0 + 

or 

(ii') 
t-+0 + 

& (t) > 0 (**). 

(*) We recall that thermal coefficients are set equal . to one throughout the system. 
However this simplification is not crucial for the case we want to study. 

(**) fn the stationary case rJ = b or et = b there is no difference among problems (P), (SP) 
and (IBP). 
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We want to prove the following. 

THEOREM 8.1. Under assumptions (i) and (ii) or (ii') Problem (P) has a classical 
solution having piecewise analytic free boundary and zero level curve. Such 
a solution is unique in the class specified and can be constructed by solving 

. (SP) and (I BP) in successive time intervals. 

Proof. We confine ourselves to the case (ii), since the proof concerning (ii') 
is completely analogous. 

First we note that under the conditions guaranteeing (ii) also the level 
curve x = r:x (t) lies on the left of x = b for t sufficiently small. This implies 
that the Stefan solution is the only solution of our problem with monotonic 
zero level curve up to the time T = sup {t:d' (t):o::;; 0}. From the analyticity 
of a (t) we infer that a (t) > a (T) in some interval (T, T + o) . 

Let us solve (IBP) in (T, T+o), assuming u (x, T) =f(x) as the initial 
datum. We show that the curve u (x, t) = 0 lies on the right of x = a (T) for 
a non-zero interval. 

Let us define 

g (x) = { f(x) , x > a (T), 
- f( - x), x :o::;; a (T). 

The difference f(x) -'- g (x) is zero for x >a (T) and coincides with the 
analytic function j(x)+f( - x) for x <a (T) (remember u (x, T) is analytic 
both for x ~ a (T) and for x :o::;; (J (T)). 

Hence there exists some positive constant 1J such that f(x) - g (x) has 
a given sign in (a (T) - 1], a (T)). Indeed if this conclusion were false, the 
function f should be odd implying that all derivatives of a (t) vanish for 
t = T, thus contradicting the definition of T. 

On the other hand, comparing the solution of (SP) for t > T with the 
stationary solution (corresponding to an odd datum for t = T) we conclude 
that f(x) - g (x) > 0 in (a (T) - 1], a (T)) by monotone dependence. 

At this point the monotone dependence of the solution of (IBP) on the 
datum f(x) yields r:x (t) > a (T) in a right neighbourhood of t = T Hence the 
solution of (IBP) is also a solution of (P) and no other solution exists with 
monotone zero level curve. 

Next we define f = sup {t:t > T, r:t. (t) ~a (T)}. 
The function r:t. (t) must have at least one non-zero derivative for t = f; 

otherwise an ujatn = 0, for all n at (s (f), f), which is not permitted by the 
definition of f . 

Let m > 0 be the order of he first non-vanishing derivative of r:x. Then 

am ujatm = azm ujax2m < 0, (8. 1) 

ak ujatk = azk ujax2k = 0 for all k <m at (s (f), f) . (8.2) 
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We will use (8.1), (8.2) to show that solving the Stefan problem for t > f, 
the corresponding free boundary is found to lie on the left of x = r:1. (f) in 
the vicinity of t = f. 

Put f(x) = u (x, f) and note that if 

lim_ d21 f/dx 21 = 0, l = 1;2, .. . , k 
x ~ s(T) . 

then 

lim d1 fJ/dt1 = o, l = 1, 2, ... , k+ 1. 
t -+T+ 

This result is proved recursively by considering that the derivatives 
d1 fJjdt1 solve integral eq'uations of the form 

t 1 

(J(l) (t) = F1 (t)+ J J K 1 (x, t, -r) (J(l) (-r) dx d-r, 
f a(f) 

where the free term tends to zero as t- f+ and the kernel is weakly singular. 
As a consequence, by differentiating u ((J (t), t) = 0 k+ 1 times one finds 

that (ok+ 1 ujotk+l)x=u(t)± tends to zero as t-f+. 
Recalling (8.2) we have 

(8.3) 

(take k = m-1). Therefore am ufo tm is discontinuous for t = f, X= (J (f) 

U < 0 

0.24 ! u= 0 0.24 

u = 0.15 

0.18 0.18 

u =- 0.5 u=1 

012 u < 0 ·· ... \ u= 0 0.12 

u=0.15 

0.06 0.06 

0 
u =- 0.5 

Fig. 1. Free boundary solid line and zero level curve (dotted line) for initial 
and boundary data (8.6), (8.7) 
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(remember (8,1)) and it is easy to see that 

1, (::lm+1 / ::ltm+1 } · -liJl u U u X x=O'(t)± = +OO . 
t---+T + 

(8.4) 

Thus 

lim dm+ 1 sjdtm+ 1 = -00. 
t -+ T+ 

(8.5) 

This analysis can be iterated showing that the solution can be constructed 
in a unique way in successive time intervals either by solving (SP) or by 
solving (IBP). The shift from one problem to the other is marked by the 
change of slope of the zero temperature curve. 

The picture below shows the computed free boundary (solid line) and 
zero level curve (dotted line) corresponding to the initial datum 

u0 (x) = -0.5 (8.6) 

and to the boundary data 

{
1 for te(2n8, (2n+1) 8), · 

fo(t)= -0.5,Jdt)= 0.15 for te((2n+1)8,2(n+1)8),8=0.06 . (8.7) 

A finite difference explicit method was used to compute the discretized 
version of a (u+~)/Ot-Llu = 0 with ~ specified by (1.8). 

The data were chosen is such a way to create a non-monotone zero level 
curve. 
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0 zagadnieniu ze swobodn~t granic~t zwi~tzanym 
z pewnym procesem nieodwracalnym 

Rozwai:any model matematyczny opisuje ewolucj.,: pola cieplnego w materiale, kt6ry 
podlega nieodwracalnej przemianie struktury, zachodzqcej przy zadanej temperaturze z absorpcj~t 
ciepla utajonego. Dowodzi si.,: istnienia rozwi~tzar\. w przypadku wielowymiarowym. Inne wyniki 
(w szczeg6lnosci twierdzenie o jednoznacznosci) dotyczq przypadku jednowymiarowego. Przed­
stawione zostaj~t w tym przypadku r6wniei: pewne wyniki eksperyment6w numerycznych. 

06. O.ll,HOH npo6JieMe CO CBOOo.ll,HOH rpau~eii OTHOC~eHCH 
K Heo6paTHMOMY npo .. eccy 

PaCCMaTpMBaeTCJI MaTeMaTM'IeCKYIO MO.UeJib 3BOJIIOI{MM TellJIOBOfO ~OJIJI B MaTepnane 
KOTOpbiH IlO,UJieJKMT Heo6paTMMOMY H3MeHeHMIO CTpyKTypbi, rrpOM3XO.UJIII{eMy IlpH 3a,UaHHOH TeM­
rrepaType C a6cop6UMeH CKpb!TOH TellJIOTbl. )lOICa3biBaeTCJI cymeCTBOBaHMe perneHMH B MHOfO­
MepHOM cnyqae. B o,UHoMepHoii <tJopMynnpoaKe .uaHbi TOJKe .upyme pe3yJibTaTbr (a qacTHOCTH, 
TeopeMa o e.UMH'?TBeHHOCTM perneHHii). B noM cnyqae rrpe.ucraaneHbi HeKoTopbre pe3yJibTaThr 
'iMCJieHHbiX 3KCrrepMMeHTOB. 




