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This paper deals with a Petri net approach to the automatic design of control 
programs which are aimed at supervision of concurrent, pipeline-like flowing processes 
observed in large-variety, smali-lot production systems. Its objective lies in the formal 

ipvestigation of the conditions necessary for the design of a class of deadlock-free Petri · 
nets. The nets considered, while modelling an admissible controls of processes flow, serve 
as control-programs representations. The results obtained allow for automatic conversion 
of a process specification, via a net model of a control flow, into the relevant control 
program. 
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1. Introduction 

Problems arising in the field of the control system design for con
currently acting processes create a growing need for automatic tools sup
porting their programming. To achieve their objectives, the system designers 
use computer-assisted analysis and design methods based on the high-level 
programming languages [6, 7]. 

The design process of a software system consists of the following two 
stages [1]: 

- formal specification of the functions of the system, 
- proof of the correctness of this specification. 

'l This research was supported by CPBP 02.13 grant BPL-IV-03/1837/85 "AI systems 
for mechanical shovels and vehicles". 
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While existing packages allow automation of the evaluation of derived 
control programs, for example by means of computer simulation, there is 
a lack of techniques allowing automatic program design. In the sequel, 
•he problem of automatic software production lies in the automatic ·in
version of an input problem into a computer program suitable for the 
intended application. Its solution will help to reduce the time and effort 
involved in software completion as well as releasing programmers from 
debugging and from the program correctness examination. 

As both the correctness and the performance are critical issues to be 
taken into account in automatic real-time program synthesis, an appropriate 
representation is needed. Petri nets have been proven to be convenient 
and multilevel applicable tools for the specification as well as for the 
verification of complex distributed industrial control systems. They provide 
not only a language for the design process but also a theory backing 
this process. Here, they are applied in the course of the formal investi
gation of the conditions necessary for the design of a net class respecting 
such basic dynamic properties as buffer overflow and deadlock avoidance. 
Conditions developed enable us to prove the correctness of an algorithm 

· aimed at the control program synthesis. The considered algorithm transforms 
the given process specification into the net model describing the dynamics 
of the process flow. 

The class of concurrent, pipeline-like flowing· processes to be controlled 
is considered. It is assumed that system components are shared among 
ditlerent, concurrently nowing processes and that the process operations are 
executed asynchronously. 

The composition of this paper is as follows. First, in section 2, we 
give basic definitions and present the formalism employed. Next, in section 3, 
we state the main problem, and then, in section 4, we present the model
ling concept applied. In section 5, the conditions essential for the algorithm 
design, presented in the succeeding section 6, are provided. A short review 
of possible applications of our results is contained in section 7. 

2. Formalism employed 

A class of simple, self-loop free and safe place/transition nets is consi
dered. 

DEFINITION 1. We define simple, self-loop free and safe place-transition 
net (PT-net for short) by a quadruple PN = (P, T , E, M 0 ), where P and 
T are finite set of places and transitions, respectively, such that P n T = p 
and P u T =I= p, E c (P x T) u (T x P) is a flow relation, such that do m (E) u 
u cod (E) = P u T, M 0 : P ---+ {0 , 1} is an initial marking. 
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Graphically, a Petri net may be represented as a directed graph having 
two types of nodes: places (represented by circles) and transitions (represented 
by bars). These nodes, places and transitions are connected by directed 
arcs from places to transitions and from transitions to places. 

In order to represent the net structure, the following description of the 
incidence matrix is used: 

DEFINITION 2. Let PN = (P, T, E, M), n = IIPII, m= 11 T11, be a PT-net. 
A matrix C size of m x n is said· to be an incidence matrix of P N if: 

r 1 
cii = l-1 

0 

if pjE t{ 
if pjE .t; 
otherwise, 

while ·t = {pl(p, t)EE} (t" = {PI(t, p)EE}) is called a set of the input (resp. 
output) places of the transition t. The dynamic properties of a Petri 
net are represented by the position and movement of tokens (indicated 
by black dots) in the places of the net . The arrangement of tokens in 
a Petri net defines the state of the net and is called its marking. Every 
net is provided with an initial marking M 0 . The marking may change 
as a result of the firing of a transition by the following execution rule: 

1. Each transition which has one token in each of its input places 
and has not any token in each of its output places is enabled. 

2. Any enabled transition may be chosen to fire. 
3. The act of firing removes a token from each input places and 

puts a token in each output place. 
The formal definitions are as follows: 

DEFINITION 3. A transition tET is enabled at M if (VpE.t)(M(p)=1) 
and (V pEt") (M (p) = 0). 
DEFINITION 4. The next-state function o:{O, ·l}nxT-+{0,1}n for a PN= 
= (P, T, E, M 0 ) , n = IIPII, with marking M and transition t ET is defined 
if and only if t is enabled at M. If o (M, t) is defined, then o (M, t)= M', 
where -

I 
M (p)-1 if pE"t 

M' (p) = M (p) + 1 if p E ( 

M(p) if pE.tu(. 

Marking of a place represents the holding of a condition. The firing of a 
transttlon-represents the occurrence of an event, which ends a set of holdings 
and begins a set of new holdings. Because of the space limitation defini
tions of the extended next-state function o*, of the firing sequence CJ, and 
of the reachability set of markings R (C, M 0 ), are omitted. They can be 
Tound in [8, 9]. · · 
Now, let us recall the definition of the net's liveness property playing 
the essential role in further qmsiderations. 
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DEFINITION 5. A PN = (P, T,E,M0 ) is a live PT-net if ('r/tET)('r/M E 
ER(C,M0)){3 M' ER(C,M)) (t is enabled at M'). 

Besides the above well-known definitions, let us introduce new ones 
essential in further considerations. 

DEFINITION 6. Consider PN = (P, T, E, M 0) being aPT-net. PN= (P, T,E,M0 ) 

such that the following conditions hold is said to be a pipeline place/ 
/ transition net (PPT-net for short). 

(i) T = {tdi = r;/n}, P = pr u pn, pr n pu = 0, 
(ii) P 1 = {Pi li=1,m-1}, 

('r/piEP1)(3!ti ET)(3!ti+lET)('pi = {t;} & Pi i= {ti+t}), 
(iii) ('r/piEPII)(:J tj,tj+lET)(tjE·pi & tj+lEPi), 

('r/ t i, t i + 1 E T)(:J ! p j E P 11) (p j E t; & p j E . t i + t), 

(iv) M 0 is (1 x n) vector, where n = IIPII such that 

('r/ pEP) (Mo (p) = 0), 

where p' = {t l(p, t)EE} ('p = {tl(t, p)EE})- is a set of output (resp. input) 
transitions of a place p. 

AssuMPTION 1 

Let P N = (P, T, E, M 0 ) consist of a set {k P N = (k P, kT, k E, kM 0)Jk = 1, v} 
of PPT-nets, such that the following conditions hold. 

(i) P = U iP,P = P 1 uPII,P1 nP11 = ~, 
i=G 

pr = U ipr, pn = U ipn, 
i = l,v i= !, v 

('r/ i = 1, v) (3} = G)(i # j & ipn n jpu # 0), 

(ii) T = U iT, 
i = 1, V 

('r/ i,j = 1, v)(i # j =? ;Tn jT = 0), 

(iii) E = U ;E, 
i=G 

(iv) Mo is a such (1xn) vector that ('r/pEP)(M0 (p)=O). 

DEFINITION 7. A P N = ( C, M o) satisfying Assumption 1 is said to be open 
queueing PT-net (QPT-net for short). 
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REMARK 1. From the above definition it follows that each P N being an 
element of the class of PPT-nets contains one source and one sink, and 
satisfies the following condition: (j (M0 , rr) = M 0 , where rr = t1 t 2 . .. t; ... tm· 

RmviARK 2. For each PN being an element of the class of QPT-nets such 
that PN = {kPN [k = 1, v & kpN EPPT} there exists rr = rr 1 rr 2 ... rri .. . O"v, 

j-1 

ui = tz+ 1 t z+ 2 ... tz+r., l = I r; , r; - is a length of firing sequence rr;, such 
J i= 1 

that (j (M0 , o") = Mo . 

REMARK 3. In the rest of the paper, in order to model the interprocesses 
cooperation, we use the following interpretation for places, transitions and 
tokens: 
(i) Places represent operations or resources (machines). 

(ii) If a place represents the resource, a token in it stands for a workpiece 
and if a place represents operation, a token in it represents the machines' 
operation being actually performed. 
(iii) Transitions represent events reflecting changes of operations actually 
performed, i.e. transitions from one operation to the immediately following 
one or resources activity changes. 

3. Problem statement 

Consider a production system consisting of a finite number of machines 
which may function asynchronously. Machines are used to process the jobs, 
and every job can be processed on at most one machine at a time. 
Some machines may be shared among different routes. Each job is associated 
with a fixed sequence of machines; i.e. the production route it has to pass. 
Jobs cannot be divided and no more then one job may be processed on 
one machine at a given time. There is a finite set of routes along which 
different kinds of jobs are simultaneously processed. Along each route the 
pipeline-like flow of jobs is processed. 

The control problem can be now formulated. Flows of jobs respect 
fixed sequence of the machines on which the processes are executed. No job 
can be moved to a machine with full entry store place. Machines act 
asynchronously, and the process performance is deadlock-free. Our task is 
then to design an algorithm transforming the given process specification ; 
e.g. a set of production routes and buffers capacity constraints, into the 
related net model of its control flow. 

In other words, the problem considered is two-fold. It contains a problem 
of processes modelling as well as a problem of extensjon of the obtained 
process models to the models of the corresponding deadlock-free control 
flows. So, the main task is to find a synchronization mechanism aimed 
at deadlock avoidance. 
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In order to illustrate its importance let us consider the machining cell 
as shown in Fig. 1. The cell consists of two machine tools M 1 , M 2 and 
three industrial robots R 1, R 2 and R 3 . Each machine is provided with 
a buffer consisting of one entry store place and one exit store place for a job 
to be processed next, and for a job having been processed waiting for the 
transportation, respectively. The robots are used to move the workpiece 
as follows J~om the input store J to the machine _entry store places 
(robot Rd, from the exit store place of one machine to the entry store 
place of another one (robot R2 ) as well as from exit store place of machines 
to the output store 0 (robot R 3). Workpieces can be transported and/or 
machined concurrently. The correspondrng--production- routes are-aidolfows: 
MR 1 = R 1, M1, R 2 , M 2 , R 3 ; MR2 = R1, M2, R2, M1, R 3 . It is assumed that 
workpieces arrive in the cell randomly, and all components of the cell 
perform their tasks asynchronously. Following the above assumption, it 
can be easily examihed that deadlocks may occur. One such situation 
may arise -when all machines, including their store places are busy with 
jobs and a job waiting at the exit store place of machine M 1 waits for 
the .releasing of the entry store place of machine M 2 , while the job 
waiting at the exit store place of machine M 2 waits for the releasing of 
the entry store place of machine M 1 : 

4. Modelling of process interactions 

All our further considerations will be restricted to the class of con
current, pipeline-like flowing processes being executed on the common set 
of system components. Their objective lies in the statement of the models 
specification, and then, . in the exploration (on the provided model base) 
of synchronization mechanisms considering only the deadlock-free variants 
of process cooperation. 

The modelling of the control flow can be done using the Petri net 
representation. The problem we are facing now is how· to find an algorithrri 
transforming a given process specification into the relevant Petri net model. 
It means that the algorithm, we are looking for needs to be able to 
tra"usfor~ the given set {MRdi = 1, v}, where MRi = Mi, Mi, ... , Mi, ... ,Mi , 

' 1 2 l ki 

Mi r=M, M- is a set of system robots and machines, into a net model 
belbnging to the class of QPT-nets. This problem can be solved for 
different demands concerning of a modelling abstraction level, i.e. assuming 
an existence of the one buffer for each machine tool, omitting from con
siderations working zones of machines and so on. The algorithm descrip
tions as well as some details can be found in [ 4, 5]. 
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Here is an example of the algorithm implementation. Let us consider 
the machining cell shown in Fig. 1. The net model of the control flow 
(di~tinguished by continuous lines) is given in Fig. 2. In the model consi
dered, all the transitions are interpreted as events reflecting either beginning, 
i.e. · t1, t11,or - eriding, : i.e. t1o, t2o, or clianging,- i.e. t2-t9, t12·-i19, of 
operations. Places p 1 - p 18 are interpreted as operations occuring along the 
production routes. Places p19 -p27 represent operations involved in transpor-

·- tations;· fe.-P19 , P2o :-P21, and machining, i.e. P22, P2 3 , and workpiece storing 
in machines buffers, i.e. P24, P2s, P26, p27, as well. The order of storing 
operations, corresponding to p 19 + p27 , occurring in the production routes 
is depicted by the labelled arcs in Fig. 1. 

Fig. 1. Machining cell 

For instance the state M, such that M (p2) =M (p3) =M (p24) =M (p22) = 1 
and ('v'pEP\{p2,p3,p22 ,p24})(M(p)=0), is interpreted as follows. A job 
which has arrived first in the cell is machined on the machine M 1 while 
the next job is placed in the entry store place of the machine M 1 buffer. 
Therefore, the deadlock situation already mentioned can be interpreted as 
the state M' ER (P N, M 0 ) such that M'= (011100000011100000001011111). 

It should be pointed out, that in the case considered, deadlocks occur 
as direct consequence of constraints assumed for the stores capacity. There 
are two ways leading to the solution of the deadlock avoidance problem. . 
The first method, taking into account imposed constraints, involves the 
algorithms aimed at searching of appropriate synchronization mechanisms. 
The problem related is an NP-complete one. The objective of the second 
approach is to find a required control flow encompassing some admissible 
l'ealizations of the processes performance. Such a problem has a polynomial 
complexity. The latter case is the subject of our further considerations . .. 
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5. Principles of competing processes synchronization 

In order to obtain a net model of the deadlock-free control flow 
some modifications need to be introduced to the relevant net model of 
interacting processes, i.e. to the model encompassing all interacting processes 
realizations. The modification considered should take into account preas
sumed buffers capacity constraints, while preserving the net's liveness pro
perty as well as the occurrence of a predetermined firing sequence. 

Note that to avoid deadlocks it is enough to remove from the reacha
bility set R ( C , M 0) all the states M such that M 0 ~ R ( C, M). This means 
tf.at a QPT-net model can be properly modified (for instance using inhi
~itor arcs) so to meet the deadlock avoidance requirements. 

Consider a P N belonging to the class of OPT-nets. Note that with 
each kpN (being a PPT-net) belonging to the QPT-net the relevant sequence 
kSQ - . . . d h kpn - pi , pi , ... , pI , ... , pi IS assocrate , w ere pI E . 

1 2 t rk t 

In each kSQ two kinds of alternately following subsequences are distin
guished. Subsequences belonging to the first class contain the components 
uniquely occurring in kSQ, k = 1, v , as well as the subsequences belonging 
to the second class which only contain the repeating (not uniquely occurring) 
components. Elements of the above classes are marked by kQU (l), kQE {!) 
respectively, where I denote the succeeding number of the given subsequence 

type in kSQ. Note that with e~~h set kQE (/) = [crd; kQE (/)li = 1, lkQE[), 

where lkQE (l)l - stands for the length of kQE (1), crd; S = s;, S = (s 1 , s2 , .. ~ ,......., 

... , s;, .. . , sn), the relevant set kTE (l) = {t[tE 'p & pEkQE (l)} is associated. 
Using the above notations, the following theorem can be proved. 
THEOREM 1. Let PN = (P , T, E , M 0 ) be a QPT-net. A P N' = (P , T, E 0 

u E', M 0 ) such that the following condition holds is a live PT-net. E' = ,......., ,......., 

= {[p , tJ[tEkTE (l) & pEkQE (l) u kQU (l) & pE( u 't & k = 1, v}, where 
,-...;;; 

kQU (l) = {crd; kQU (l) li = 1, lkQU (l)l}, [p, t] EP x T , 1- the number of the 
succeeding subsequence belonging to the first or second class. 

Proof. For the proof, we need to show that (VMER(PN', M 0))(3tET) 
(t-is enabled at M) and (3 CTE T*) ,(c5 (b (M, t), G)= Mo} hold. Let us assume 
that (3 M ER (PN', M 0 )) (V tE T) (t is not enabled at M) holds. Note, that 
for the deadlock state M there exists the set D c {PIPE Z}, where 

· Z = {PIPE {crdi kSQii = 1, lkSQI} & k = 1, v}, such that (V p ED) (M (p) = 1 ). 
Also, it should be pointed out that no one place from D cannot be 
released without another place belonging to D overflowing. 
Consider the state :\.f' and t' ET such that c5 (M', t) = M. N ote that there 
exists p' Et', such that M' (p') = 0. At the state M there exists t such that 
p'E .t and p"E( where p', p"ED. Because t' is enabled at M' , i.e. the 
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following conditions hold (V p E 't) (M' (p) = 1 ), (V pEt') (M' (p) = 0), (V pEt) 
(M'{p) = O), where t= {PI[p , t]EE'}, then according to the conditions deter-: 
mining the set E' design, M' {p") = 0 holds. Since the firing of transition 
t' leads to M (p") = 0 hence p" rf= D. According to the occurring contradiction 
(V M ER (PN', M0 )) (3 t E T) (t is enabled at M) holds. 

-' Note that for each PN = {kPNik = 1, v & kPN EPPT} there exists O"* = 
j - 1 

=0"1 0" 2 ... 0"j ... O"v , O"j = tz+1tz+2 .. . ti+r., l= I ri, ri - is a length of firing 
J i= 1 

sequence O"i such that b (M0 , O"*) = M 0 . Thus because R (PN, M 0) IS finite 
there exists O" ET* such that [J (M, O") = M. 

Q.E.D. • 
The above theorem provides the conditions for avoiding the deadlock 
~ccurrence in QPT-nets. 

For an illustration see Fig. 2, where the inhibitor arcs are distinguished 
by dashed lines. 

From the analysis of the reachability tree corresponding to the net 
considered, i.e. R (C', M 0), it can be easily found that R (C', M 0 ) c R (C, M 0 ), 

i.e . besides deadlock states some safe states, for instance M such that 

M{p;) = {~ for 

for 

are eliminated from R ( C, M 0) . 

iEH , H = {3, 4, 20, 22, 25}, 
iE{1, 2, .. . , 27}\H 

It means that the algorithm considered, having its computational comple-
v 

xity determined by 0 (n2), where n = I lkSQI, lkSQI- the length of kSQ, 
. k= 1 

provides a net model encompassing some subset of an all safe state set. 

6. Algorithm for control flow model design 

The algorithm transforming a set of production routes PS= { MRili = 1, v }, 
MK = Mj,Mj, .. . ,Mr, .. . ,Mj, Mj_EM, into PN = (C,M 0 ) being a net 

j 1 2 t r l 

lodel of the c~ntrol flow consists of three steps. As input dat~ a~ auxiliary 

set RB = {BSilz=1,v}, BSi = Bi, , Bi
2

, ... ,Bii' .. . ,Bi,, BijEB - Is mterpreted 

as a robot or a machine tool or as machine tool buffer, is considered. 
STEP 1 

For each BS i set the matrix Ci of size mi x ni , where mi = IBS il + 1, 
ni = IBSil, such that 

I 1 

r~ 
if k = l 
if k - 1 = l. 
otherwise 
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V V 

Set the matrix C of size m x n', where m='§!' m;, n' = L ni, such that 
i ~-1 i=1 

r - 1 r-1 

if i = L mw+k,j = L nw+l, 
w=l w=l 

otherwise. 

STEP 2 
Set the matrix e = e1 e2 

... ei ... en' of size m X n", where n" = 11 Fll' 
F = u {crdk BSllk = 1' IBSd}, such that each column vector ci follows 

l=l ,v w-1 

1 fork= L IBS1J+w-1+j, if Bi=crdjBSw,w=1,v, 
l= 1 

w- 1 

cl= -1 fork= L JBSzJ+w-1+j+1, if Bi=crdjBSw , W=1,v, 
. 1=1 

0 otherwise. 

STEP 3 
On the basis of the matrix C set the matrix C* of size. m x n" 

such that 

cC~'. = {2 
lj ~ 

cij 

for [pj , tJEE' 

otherwise. 

Then set the matrix C = CC* of size m x n, where n = n' + n". The structure 
of the matrix C obtained according to this algorithm is shown in Fig. 3. 

17 

c = c* 

Fig. 3. Structure of the matrix E 

In order to illustrate an operation of the abovementioned algorithm 
let us consider -the following tw-oproduction routes MR 1 = R, M 1 , R, M2 , R·, 
M Rz = R, M 2 , R, M 1 , R, where R - the industrial robot, M i- the i-th 
machine tool. It is assumed that with robot R and each machine M 1 , 

M z the relevant buffers B3 and B1 , B2 are associated, and to each 
production route the relevant sequence of buffers is corresponding, i.e. 
BS1 = B3 , Bt, B3 , B2 , B3 , BS2 = B3 , B2 , B3 , B1, B3 respectively. According to 
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the first step of the algorithm considered the matrix C is designed, on 
the base of the matrices C 1 and C 2 

1 0 0 0 0 0 0 0 0 0 
-1 1 0 0 0 0 0 0 0 0 

0 -1 1 0 0 0 0 0 0 0 
0 0 -1 1 0 0 0 0 0 0 
0 0 0 -1 1 0 0 0 0 0 

C= 0 0 0 0 -1 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0' 
0 0 0 0 0 -1 1 0 0 0 
0 0 0 0 0 0 -1 1 0 0 
0 0 0 0 0 0 0 -1 1 0 
0 0 0 0 0 0 0 0 -1 1 
0 0 0 0 0 0 0 0 0 -1 

1 0 0 0 0 ' 1 0 0 0 0 
-1 1 0 0 0 -1 1 0 0 0 

Cl= 0 -1 1 0 0 cz= 0 -1 1 0 0 
0 0 -1 1 0' 0 0 -1 1 o · 
0 0 0 -1 1 0 0 0 -1 1 
0 0 0 0 -1 0 0 0 0 -1 

The matrix C constructed according to the step 2 has the following form: 

2 2 11 
1 2 -f 

-1 2 1 
2 1 -1 
2 -1 1 

C= 2 2 -1 
2 2 1 
2 1 -1 
2 -1 1 
1 2 -1 

-1 2 1 
2 2 -1 

The resultant matrix C* provided by step 3 has the following form: 
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1 0 0 0 0 0 0 0 0 0 2 2 1 
- 1 1 0 0 0 0 0 0 0 0 1 2 - 1 

0 - 1 1 0 0 0 0 0 0 0 - 1 2 1 
0 0 - 1 1 0 0 0 0 0 0 2 1 - 1 
0 0 0 - 1 1 0 0 0 0 0 2 - 1 1 

C* = 
0 0 0 0 -1 0 0 0 0 0 2 2 - 1 
0 0 0 0 0 1 0 0 0 0 2 2 1 
0 0 0 0 0 -1 1 0 0 0 2 1 - 1 
0 0 0 0 0 0 - 1 1 0 0 2 -1 1 
0 0 0 0 0 0 0 - 1 1 0 1 2 - 1 
0 0 0 0 0 0 0 0 -1 1 - 1 2 1 
0 0 0 0 0 0 0 0 0 - 1 2 2 - 1 

Assuming the initial marking M 0 such that (V i = G) (M (pi) = 0)? the 
net P N = ( C*, M 0 ) can be treated as the net model of a control flow. 
Such form is well suited for net behaviour analysis [8] using expression 
M'= M+U1 C where: 

e ··= {0 
if et= 2 

'J et otherwise 

In consequence, the algorithm provided allows the automatic designing 
of simulation programs of the modelled systems control flows. 

:4~-

7. Concluding remarks 

The presented approach, being our contribution to the automatic pro
gramming problem, may be applied to designing computer aided planning 
systems as well as to designing real-time industrial controllers. 

Early results have been implemented [2] in the system aimed at the 
variety of concurrent processes performance evaluation. The package helps 
to examine the different dispatching rules, usually used in the course of 
the synchronization and scheduling of processes. The approach having been 
introduced here allows us to avoid the laborious and time-consuming 
programming of admissible synchronization of system component activities. 

Other implementation of such an approach to the automatic program
ming of concurrently flow processes has been presented in [3]. The pro
gramming of the real-time controllers should take into account both actual 
changes of operation processing times and controls ensuring the desirable 
order of the process performance. Such requirements cause the occurrence 
of loops and condition branching both in the course of programming and 
in the examination of the resultant program correctness. The presented 
approach helps to realize the automatic conversion of the input data 
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(production routes) into the contr61 procedure of workflows performed along 
the assumed routings. Automatically obtained procedures (represented in 
machine-level programming language) satisfy the, requirement of deadlock-free 
performance of asynchronously flowing processes. "Also, what may be inferred 
from the above considerations is that our approach can be successfully 
applied to the design of adaptive controllers. - . . . 

--However, our -considerations~concern only sequential processes. Still much 
research remains to be done towards the generalization of these results 
to the processes specified by partially ordered sets of operations. 
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Metoda sieci Petriego w automatycznej syntezie programow w czasie 
rzeczywistym 

Artykul dotyczy metody sieci Petriego w automatycznym projektowaniu ptogram6w 
sterowania zorientowanych na nadzorowanie r6wnoleglych proces6w przeplywowych spoty
kanych w systemach produkcyjnych o kr6tkich seriach i du:i:ym zr6:i:nicowaniu. Celem 
artykulu j~st zbadanie warunk6w dostatecznych dla projektowania pewnej klasy sieci Petriego. 
Otrzymane wyniki pozwalajq na automatyczne przetworzenie specyfikacji procesu, poprzez 
sieciowy model przeplywu sterowan ~na odpowiedni program sterowania. 
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MeTo)J, ceTu lleTpu B asToMaTuqecKoM cuHTeJe nporpaMM B peaJILHOM 
MaCIUTa6e BpeMeHH 

CTaTMI KacaeTCSI MeTO,!(a CCTII fieTpi! B aBTOMaTW!eCKOM rrpoeKTI!pOBaHI!II rrporpaMM 

yrrpaBJieHIIS!, Opi!eHTI!pOBaHHbiX Ha .!(030p rrapanJieJibHb!X IIOTO'!Hb!X IIpOUeCCOB, BCTpe'laeMb!X 

B IIpOI13BO,!leTBeHHb!X CIICTeMaX C KOpOTKIIMII cepHS!MH I! 3Ha'II!TeJibHOH pa3H006pa3HOCTblO. 

QeJiblO CTaTbll S!BJIS!eTCS! I!CCJie,!loBaHHe .!(OCTaTO'IHbiX yCJIOBHH· .!(JIS! IIpOCKTI!pOBaHI!S! HeKO

TOporo KJiacca CCTeH fieTpi!. fiOJIY'IeHHbie pe3yJibTaTbl II03BOJIS!lOT aBTOMaTII'!eCKII rrpe

o6pa30BaTb CIIeUII<i>IIKaUIIlO rrpouecca, IIOCpe,!lCTBOM CCTeBOH MO,!(eJIII IIOTOKa yrrpaBJieHIIH, 

B . COOTBeTCTBYIOIUYlO rrporpaMMY yrrpaBJieHI!S!. 




