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In this paper we give an overview of some recently developed 
mathematical models to describe the phenomenology of the so-called 
shape memory alloys. 

1. Introduction 

Shape memory alloys (like Cu Zn, Cu Sn, A u Cu Zn , Ag Cd, Ti Ni, to name only 

a few) are metallic alloys characterized by a strong dependence of their load­

deformation (P- D) diagrams on temperature (see Fig.l). At low temperatures, 

such an alloy behaves like a plastic body with virginal elastic curve, a yield 

limit, creep and residual deformation; at high temperature the behaviour is 

pseudoelastic with two symmetric hysteresis loops. 

1 Partially supported by DFG, SPP "Anwendungsbezogene Optimierung und Steuerung". 
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Figure 1. Typical load-deformation curves in shape memory alloys, with tem­

perature increasing from left to right. 

If an initially undeformed sample of such a material is at low temperature 

loaded above the yield limit, a later unloading results in a residual deformation; 

heating of the deformed sample forces it to creep back to its original (uncle­

formed) state. This so--called shape memory effect, which has been exploited 

in a number of technological applications, is due to first-order phase transi­

tions between different equilibrium configurations of the metallic lattice, termed 

austenite and martensite. The highly symmetric austenite is the high tempera­

ture phase, while the martensitic variants prevail at low temperatures. In three 

space dimensions, there exist 24 crystallographically equivalent martensites, re­

sulting from shear deformations of the austenitic configuration. In this paper, 

we confine ourselves to only one space dimension. Then there are only two 

martensitic variants, termed martensitic twins, which we denote by M+ and 
M_, respectively. The austenitic phase is denoted by A. The corresponding 

basic lattice elements are depicted in Fig. 2. 

The body is then modelled as a stack of layers, each one consisting of such 
lattice particles. In the following drawing, a load-deformation cycle with shape 

memory is depicted for a sample which is originally, at low temperature, in the 

martensitic phase with alternating layers (Fig. 3a). If a load P is applied, we 

have at first an elastic behaviour (Fig. 3b ); once the yield limit is exceeded, the 

whole body is transformed into one martensitic twin (Fig. 3c), accompanied by 

a big increase of the total deformation. Unloading then results in a residual 

deformation (Fig. 3d). Upon heating, the austenitic phase is attained, and the 
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Figure 2. Basic lattice elements. 
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Figure 3. Load-deformation cycle with shape memory. 

original shape is recovered (Fig. 3e). 

In a series of papers (cf., [2,3,5,28,30,31]), Miiller and his eo-workers have 

proposed a structural model based on these observations. Their approach, based 

on statistical mechanics, models the dynamics of the overall deformation and 

temperature and ultimately results in a system of ordinary differential equations 

reflecting rate balances; spatial effects do not show up in the model. Since in 

this paper we want to focus on models including spatial effects, we do not give 

a discussion of this approach, here, and we may refer to the above mentioned 

papers. 

In a real crystal, there are always lattice defects leading to a spatially varying 

shear stress. As a consequence, also the temperature field is nonuniform, and 

since the equilibrium phase transition temperature depends on the shear stress , 
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shear direcflon 

it will vary within the crystal, as well. Furthermore, phase boundaries carry 

interfacial energies, so that the local effects of changes of the lattice curvature 

should not be neglected. It thus makes much sense to consider models which 

take spatial effects into account. 

The dynamics of thermomechanical processes in a one-dimensional solid are 
governed by the conservation laws of linear momentum, energy and mass. As 

there is only a very small volume change observed in actual experiments, the 

latter may be ignored for the materials under consideration; the two others read 

PUtt- O':r; + J.l:r;:r; = f, p et + q., - 0' Et - J.l fxt = g. (1.1) 

Here, the involved physical quantities have the following meaning: p- (con­

stant) mass density, u - displacement, 0' - shear stress, J.l - couple stress, f 
- distributed loads, e - specific internal energy, q - heat flux, f ( = u.,) - (lin­

earized) shear strain, g - density of heat sources or sinks. Since the body is 

modelled as a stack of layers , and since the deformation results from shear 

, the displacement u is taken in the direction of the shear, i.e., orthogonal to 

the stacking direction (cf., Falk [13-17,19]); in Fig. 4 a typical configuration is 

depicted. The couple stress accounts for local curvature effects. 

In addition to the global balance laws, the mathematical model has to comply 
with the second princple of thermodynamics, given by the Clausius - Duhem­

inequality 

PSt >- (!J..) + {?_ 
- () "' ()' 

(1.2) 

where s is the specific entropy and () stands for the absolute (Kelvin) tempera­

ture. 
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In (1.1), the quantities u,u,p,,e,q are unknown; the number of unknowns 

must be reduced. A typical method is to construct an expression for the specific 

free (Helmholtz) energy F = F(f,fx,O,Z), where the vector z= (z1, ... ,zM) 
stands for possible internal variables of the model, such as phase fractions. 

Next we use the thermodynamical relations 

oF 
e=F+Os=F-Oao, 

and we assume a form for the heat flux q , normally Fourier's law 

q=-KBx, 

(1.3) 

(1.4) 

where K is the heat conductivity. Next, constitutive equations relating u and 

J.l to F have to be introduced. In view of (1.1) and (1.4), the Clausius-Duhem 

inequality (1.2) postulates that the inequality 

(
oF oF M oF ) 

P 7); ft + Ofx fxt + ?= OZ; Zi,t :::; U ft + J.l fxt 

•=1 
(1.5) 

be satisfied. It is customary to assume that the behaviour is non-dissipative 

with respect to the mechanical quantities, i.e., one takes 

oF 
u-p­- 0(, 

oF 
p,=p-, 

Ofx 

so that (1.5) reduces to 

M oF 
p L oz· Zi,t :::; 0. 

i=l • 

(1.6) 

(1.7) 

To complete the model, a law reflecting the evolution of the internal variables, 

as well as appropriate initial and boundary conditions, have to be prescribed. 

In the sequel, we give two different approaches along these lines : In Section 

2, a Landau-Ginzburg theory without internal variables due to Falk [13-17,19] is 

described, while Section 3 brings a discussion of Fremond's [21,22] model which 

uses phase fractions and a non-differentiable free energy. Section 4 brings some 

numerical results. Some concluding remarks are given in Section 5. For the 

reader's convenience, we have included a number of related papers in the list of 

references that are not explicitly referred to during the course of the paper. 
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2. Landau-Ginzburg Theory : Falk's Model 

In a series of papers (cf., [13-17,19]), Falk gave a one-dimensional model in 

the framework of Landau's theory of phase transitions. In view of the close 

analogy between the load- deformation curves in shape memory alloys and the 

polarization- field curves in ferroelectrics, he used the shear strain as the order 

parameter in Landau's theory and assumed the free energy density F = p F in 

the Landau-Devonshire form 

(2.1) 

where o:, j3, 1, 8 are constants characterizing the actual material and fh is a 

critical temperature. A typical form for Fa is 

Fa( B) = - c0 () log(B/0) + Ce () + C, (2 .2) 

where Ce is the specific heat, 0 a temperature depending on the material, and 

C a constant . Note that internal variables do not show up. Fig. 5 brings a plot 

ofF(-, 0, 8) (above) and u = ~~ (·, 0, 8) (below) for different temperatures. 

In the physical interpretation, the symmetric lateral minima ofF correspond 

to the martensitic twins M_ and M+, while the central minimum represents 

the austenite. Non- convex branches ofF (or, equivalently, branches where the 

stress-strain relation is decreasing) correspond to unstable states; consequently, 

a hysteresis whose maximal size is indicated by the dashed lines may occur. The 

temperatures cited in the plot have the following meanings: 

Below 81 , there is no central minimum, and austenite is unstable. Between 81 

and 82 = 81 + ~ , all three phases may coexist, where, at Be = 81 + :f;l:y , the 
three minima have equal depth. Above 82 , only the central minimum exists, 

and for () > 83 = 81 + ~, the free energy is a convex function so that no 
hysteresis may occur. 

The similarity between the u-t curves depicted in Fig. 5 and the load­

deformation curves of Fig.1 is obvious; hence with a free energy of the form 

(2.1) many of the phenomena observed in shape memory alloys can be explained 

(cf., the detailed discussion in [14,15]). In addition, no internal variables occur 

in the model, so that (1.4) and (1.6) imply the validity of the second principle 

of thermodynamics. However, in some aspects the Landau - Ginzburg model 

does not match the experimental observations; we shall come back to this point 
in Section 5. 
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Figure 5. Free energy and stress-strain relations in the Landau-Devonshire 
theory. 
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We now derive the field equations for the present model. For a sample of 

unit length, the identities (1.3), (1.4), (1.6) and (2.1) imply that the balance 

laws of momentum and energy take the form 

putt- (21(8- 0!)- 4,8u; + 6au!t + 28u.,.,.,., = f, 

ceOt - 218u.,u.,t - ,e.,., = g, 

(2.3a) 

(2.3b) 

to be satisfied in (0, 1) x (O,T), where T > 0 is some final time. In addition, 
we prescribe the initial and boundary conditions 

u(x,O) = uo(x), Ut(x,O) = u1(±), O(x,O) = Oo(x), x E [0,1], 

u(O, t) = u.,.,(O, t) = 0 = u(1, t) = u.,.,(1, t), t E [0, 11, 
0.,(0, t) = 0, _, 0.,(1, t) = ~ (0(1, t)- Or(t)), t E [0, 11, 

(2.3c) 

(2.3d) 

(2.3e) 

where ~ > 0 is a heat exchange coefficient, and Or stands for the outside 

temperature at x = 1. 

The following result has been proved in Sprekels- Zheng [40, Theorem 2.1] : 

Theorem 2.1 Sup-pose uo E H 5(0, 1), u1 E H 3(0, 1), Oo E H4 (0, 1) and Or E 

H 2(0, T) satisfy compatibility conditions of sufficiently high order at x = 0 

and x = 1, and assume that f, g E H 1(0, T; H 1 (0, 1)) satisfy ftt, g.,., E 

L2(0, T; L2(0, 1)). Furthermore, let g(x, t) ;::: 0, on [0, 1] x [0, 71, and Or(t) > 0 
, on [0, T]. Then the system {2.3a- e) has a unique global classical solution 

( u, 0) where 0 stays positive throughout. Moreover, all partial derivatives enter­
ing {2.3a,b) are Holder continuous. 

Remarks: 

1. Under the hypotheses of Theorem 2.1, the mapping (!, g, Or) ~---+ ( u, 0) rs 

directionally differentiable. This result can be used to derive necessary 

conditions of optimality for the solution of related optimal control prob­

lems using (!, g, Or) as control variables. For a detailed discussion we 

refer to [6]. 
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2. Theorem 2.1 extends earlier results of Sprekels [37,38] and Zheng [42], 

where stronger growth assumptions for the dependence ofF with respect 

to (} had to be imposed. 

3. The above model does not include possible viscous effects in the material. 

If viscous stresses are present, the global balance laws (2.3a,b) have to be 

modified. For the case 6 = 0 (no couple stresses) a related existence result 

has been proved by Dafermos [10] . We also refer to [26,33,35], where the 

results established in these papers are of questionable physical value since 

a form for the heat flux q was used which does not comply with (1.2). 

4. A convergent algorithm for the approximate solution of system (2.3a-e) 

has been developed in [34]; for details we refer to Section 4. 

5. The Landau-Ginzburg model considered in this section is only one- dimen­

sional. A three-dimensional version has been introduced in Falk-Konopka 

[20] . A mathematical analysis of the latter model has not yet been carried 

out. 

6. Other boundary conditions than (2.3d) can also be considered. 

7. In [16,23] the possible steady state solutions of the model have been in­

vestigated. 

3. The Use of Convex Analysis: Fremond 's 

Model 

The Landau-Ginzburg model presented in Section 2 uses the same expression 

of the free energy for all phases. In contrast to that, the approach used by 

Fremond [21,22] is based on the assumption that to each phase there corresponds 

an associated free energy; the total free energy then results from averaging over 

the phases. Although Fremond's original model is three-dimensional, we restrict 

ourselves to the simplest one-dimensional case. To this end, we associate with 

the phases M+, M_, A the phase fractions z1 , z2 , z3 , as well as the (specific) 

free energies F1, F2, Fa, in that order. We assume the Fi in the form 

/{1 2 2 
F1(E, Ex, B)=Fo(B) + 2E - a(B)E + K2 Ex, (3.1a) 

F2(E, Ex, B)=Fo(B) + ~1 
E2 + a(B)f + K2 f;,, (3.1b) 
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(3.1c) 

1 - -where F0 = p- F0 with Fo given by (2.2). K1 , K2 denote positive physical 

constants, and 01 has the same meaning as in the previous section. L is the 

(specific) latent heat of the austenite-martensite phase change at the tempera­

ture fh , while a denotes some (sufficiently smooth) function with the property 

that for some 02 > B1 there holds 

a( B) > 0 , for 0 < (} < B2, a( B) = 0 , for B ;?: B2. (3.2) 

Assuming the additivity of the phase free energies, we obtain for the total specific 
energy 

3 

F( f, fx, B, z1, z2, za) = L: z; F;(t, fx, B)+ Ka B i(z1, z2, za), (3.3) 
i=1 

where K3 > 0 is some constant, while i denotes the indicator function of the 

set 

M= {z= (z1,z2,za) E IR3 IO ~ z1,z2,za ~ 1, z1 +z2 +za = 1}. (3.4) 

Recall that i(Z) = 0, for z EM, and = +oo, otherwise. The term K3 B i 
may be interpreted as a mixture free energy; it forces the phase fractions to 

take on physically meaningful values. Elimination of z3 leads to independent 

variables, and the free energy, still denoted F , takes the form 

where I denotes the indicator function of the plane triangle 

(3.6) 

From (1.6) we obtain 

(3.7) 

Next consider (1.7). For a differentiable F a natural postulate would be 

oz; oF 
-kat= oz;(t , tx,B,z1,z2), i=1,2, (3.8) 
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with some k ;::: 0. For k > 0 the system is dissipative while for k = 0 it is not. 

In our case F has no classical derivatives with respect to the z; . However, F 

is convex in z= (z1,z2), and we thus may replace (3.8) by 

(3.9) 

where IJ;F(f,fx,(J,z1,z2) denotes the subdifferential ofF at (f,fx,B,zl,z2) 

with respect to (zl' Z2). By definition, this is the set of all e E m? satisfying 

the variational inequality 

F(f,fx,B,v1,v2) 

-F(f, fx, e, Zl, Z2);::: r (v- Z)' V V= (vl, v2) E IR2 . 

A simple calculation shows that 

where 

0; F( f' fx' e' Zl' Z2) 

=a(O)< (~!) +;, (0-0t) (:) +Ka08I(i), 

ai(Z)={O} , if z E int T, 

=0, if z~ T, 

=N(Z), if z EaT, 

(3.10) 

(3.11) 

(3.12) 

with N(Z) = {( E IR2
1 0 ;::: (. (v- Z), Vv E T} denoting the set of outer 

normals to T at z E IJT . In Fig. 6 the outer normals are depicted. 

Next we examine the resulting stress-strain relations in the non-dissipative 

case k = 0. We have u = p (K1 f + (z2 - z1) a( B)), and the relation 0 E 

a; F( f, fx' e' Zl' Z2) takes in view of (3.11) '(3.12) the explicit form 

L 
a( B) f( v2 -v1 -z2+z1)+ B; (0-81) ( v1 +v2-z1 -z2) ;::: 0 , V v E T .(3 .13) 

Consider the low temperature range where e < 81 . Then a(O) > 0 and 

e - el < 0 . Let f = 0 . Choosing ( Vl' v2) E T with Vl + V2 = 1 ' we deduce 

from (3.13) that z1 + z2 = 1. We thus have a mixture of martensites, and . u 
may take on any value in the interval [-p a( B), +p a( B)]. Next consider the case 

f < 0. Then we choose v = (0, 1) to obtain that the inequality 

(3.14) 
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Figure 6. Normals to the triangle T. 

must hold, whence we derive that z1 = 0, z2 = 1 . Consequently, we have pure 

M_ , and u = p (K1 f + a(8)), for f < 0. For f > 0, an analogous argument 

shows that z1 = 1, z2 = 0, so that we have pure M+, and u = p (K1 f- a(8)). 
The temperature ranges 81 < 8 < 82 and 8 > 82 , respectively, can be treated 

similarly. We refer to [8,21,22]. Fig. 7 gives an impression of the resulting 

stress-strain relations. 

Obviously also the stress-strain relations depicted in Fig. 7 qualitatively re­

semble the load-deformation curves of Fig.1; in particular, a hysteresis may oc­

cur whose maximal width is indicated by the dashed lines. Hence also Fremond's 

model can give a qualitative explanation of many of the observed phenomena. 

We now derive the field equations, again for a sample of unit length. The balance 

laws of energy and momentum take the form 

p ( Utt - K1 Uxx - (a(8)(z2 - zl))x + 2 K2 Uxxxx) = /, (3.15a) 

(ce - p 8a"(8) Ux (z2 - z1))8t - p 8a'(8)(z2 - zl)uxt- p L (z1 + z2)t 

+p (a(8)- 8a'(8)) Ux (z2- zl)t- K 8xx = g, (3.15b) 

to be satisfied in (0, 1) x (0, T). In addition, from (3.8) and (3.11) we obtain 

for the evolution of the phase fractions the variational inequality 

-kZt E a(8)ux (~1) + ~ (B-81) G) +K3B8I(i), (3.15c) 

with 8I(Z) given by (3.12). Here, and in the sequel, we assume that k > 0. 
We add the initial and boundary conditions 

u(x,O) = u0 (x), Ut(x,O) = u1(x), 
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Figure 7. Stress-strain curves at different temperatures with possible hysteresis 

along the dashed lines. 

B(x,O) = Bo(x), z(x,O) = zo(x), X E [0,1], 

u(O, t) = Uxx(O, t) = Uxx(1, t) = 0, 

u(1, t)- J.lx(1, t) = l(t), t E [0, T], 

Bx(O, t) = 0, _,_ Bx(1, t) =it (0(1, t)- Br(t)), t E [0, T]. 

Here l(t) denotes the external traction at x = 1. 

(3.15d) 

(3.15e) 

(3.15f) 

Even in the one-dimensional case described here it is an as yet open prob­

lem if (3.15a-f) has a solution. However, some global existence and uniqueness 

results have been proved for the three-dimensional version of (3.15a-f) if sim­

plifications are made. All these results are concerned with the quasistationary 

case where the term pUtt is discarded; also, in all the works cited below the term 

-p Ba"(B) Ux (z2 - zt) Bt is missing. The latter simplification seems acceptable 

while the former has a restricted applicability. 

The first result was given by Colli- Fremond-Visintin [8] (see also Colli [7], 

for a geheralization). They proved existence of a unique weak solution under 

the assumption that not only the above mentioned terms are omitted, but also 

the expressions - p B a'(B)(z2 -zt) Uxt and p (a(B) -B a'( B)) Ux (z2- zt)t. Note 
that these terms contribute significantly to the exchange of the thermal and me­

chanical energies. Recently Colli- Sprekels [9] have demonstrated that existence 
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can still be obtained if the latter of these terms is retained in (3.15b ), but they 

could not prove uniqueness. 

Hoffmann- Niezg6dka-Zheng [25] made a different simplification. They re­

tained both terms and mollified (3.15c) instead by replacing the left- hand side 

by the expression -kit+ t:J.z. For sufficiently small llallct existence, and in 

the one-dimensional case also uniqueness, could be proved. However, the intro­

duction of the diffusive term t:J.z into (3.15c) is questionable since martensitic 

transformations are known to be diffusion-free. 

Remarks: 

8. Numerical simulations for Fremond's model with physically realistic data 

have apparently not yet been reported in print. Thus at the present stage 
a statement about the quantitative behaviour of the model is impossible. 

9. It would be important to analyze the structure of possible steady-state 

solutions of (3.15a-f). 

4. Numerical Results 

In this section we describe an algorithm for the numerical solution of system 
(2.3a-e) which has been introduced in Niezg6dka- Sprekels [34], and we report 
some numerical results which have been obtained with this algorithm. To this 

end, we choose K, N, M E IN, and we define 

i 
N• 

Fo(c, 0) := 1((}- OI)c2
- {3c4 + ac6

. 

Moreover, we put h = 'Jt , t~) = mh, 

o::;i::;N. 

( 4.1) 

0 ::; m ::; M , and x~N) = 

Let Z K = span { z1 , ... , ZK}, where Zj denotes the j-th eigenfunction of the 

eigenvalue problem z"" = AZ, in (0, 1), z(O) = z"(O) = 0 = z(1) = z"(l) , 

and denote by YN the linear space of linear splines on [0, 1] corresponding to 
the partition {x}N)}~0 of [0, 1]. 

Now let PK denote the H 4 -orthogonal projection onto ZK, QK the H 2-

orthogonal projection onto Z K, and RN the H 1- orthogonal projection onto 

Y N. Furthermore, we introduce the averages 

1 jmh 1 jmh 
fM(x)=-;;, f(x, t)dt, gR}(x) = h g(x, t)dt, 

(m-l)h (m - l)h 

1 jmh 
Or',M=h Or(t)dt. 

(m-l)h 
(4.2) 
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We consider the discrete problem 

(DM,N,K): 

301 

Find um = 2:f:l ar Zk , em = 2:f:o f3k'YiN) , 1 ~ m ~ M , such that 

t um- 2um-1 + um-2 
Jo (p h2 { + 2c5 U~x{xx- JJ:je 

+{x (Fa( u~, em-l) -Fa( u~-1, em-1) )/( u;' - u;'-1)) dx 

=0, V{ E ZK, (4.3a) 

11 em - em-1 (um)2- (um-1)2 
( Ce h TJ - I em-1 "' h "' TJ 

0 

+K e;' TJx - YM TJ) dx +;;. (em(1)- er,M) TJ(1) 

=0, VTJEYN, (4.3b) 
uo- u-1 

u0 = PK(ua), h = QK(ul), eo= RN(ea) 0 ( 4.3c) 

The following result has been proved in [34] : 

Theorem 4.1 Suppose the assumptions of Theorem 2.1 are satisfied and sup­

pose N is sufficiently large. Then there exist constants C\ > 0 , C2 > 0 which 

do not depend on M,N,K, such that for 6:j..p < h ~ C1 the discrete problem 

(DM,N,K) has a solution which satisfies 

(r(x) ~ 0, Vx E [0, 1], 0 ~m~ M, 

O~~M (llum -hum-1112 + ~~u~ -hur;- llr + llu~xll2) ~ (;2, 

(4.4a) 

( 4.4b) 

o~~~M(IIB;'II 2 + 1Bm(1W) +!; h rm-:m-lll
2 

~ (;2· (4.4c) 

It is easy to obtain convergent approximations from Theorem 4.1. To this 
end, let <p: 1N ->lN be strictly increasing. We takeN= <p(K), M= M(N) with 

k- > 6 :]; 1 , and we choose K E 1N large enough. Denoting the corresponding 

solutions of (DM,N,K) by {(uJ( , BI()}~=l and introducing the linear-in-time 
interpolations 

uK(·, t)=(Mt- m+ 1) u]( +(m- Mt) u';- 1
, 

OK(-, t)=(Mt- m+ 1) BJ{ +(m- Mt) B';- 1
, 

(m-1)h~t~mh, m=1, .. . ,M, 

we obtain that (cf., [34]) 

(4.5) 
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UK,x -+ u.,, OK -+ 0, uniformly on [0, 1] x [0, J1. (4.6) 

The above algorithm has been tested numerically for the alloy Au23 Cu30 Zn47. 

For this alloy, the following data have been reported in [16]: 
a= 7.5 x 106 J cm-3 , (3 = 1.5 x 105 J cm-3 , 'Y = 24J cm-3 K-1 , 

8 = 10-12 J cm- 1 , Ce = 2.9 J cm-3 K- 1 , 81 = 208K, K = 1.9 W cm- 1 K- 1 , 

p = 11.1gcm-3 . 

The numerical values of K, f, u1 were taken as zero; furthermore, we chose 

Bo( x) = 200 K , h = 10-6 sec, N = 600 and K = 12. As initial displacement 
we took the L2 - orthogonal projection onto ZK of the function 

iio(x)=0.118x,x:S0.5, iio=0.118(1-x),x2::0.5 [cm]. (4.7) 

This means that initially, at 0 = 200 K , we had an equilibrium configuration 

consisting of two distinct regions containing different martensites. We applied 

a distributed heat pulse g(x, t) = 7.5 x 105 to the system which was switched 

off after 2.8 x 10-3 sec. During that time period, the temperature was raised 

to more than 300K , while the crystal lattice was completely transformed into 

the austenitic configuration. Afterwards, the opposite heat (or rather, cooling) 

pulse was applied, forcing the system to creep back to its original configuration. 

We thus observe a temperature-driven shape memory. In Fig. 8 the evolutions 

of strain (a), temperature (b) and displacement (c) are depicted. 

5. Concluding Remarks 

10. The previously described models are in good qualitative agreement with 

many of the experimentally observed phenomena in shape memory alloys. 

From the quantitative point of view, the Landau- Ginzburg model seems 
at the present stage to be a little bit better developed than Fremond's 

model (but this may change soon, of course). Both models account for 

interfacial energies by using a strain gradient term whose coefficient can 

only be determined in approximate order. While gradient terms have 

been introduced repeatedly by physicists in phenomenological theories of 

other phase transitions, their use is not undisputed. It is thus desirable 

to avoid the strain gradient terms. As a consequence, the smoothing 

term Uxxxx would not occur in the momentum balance which creates an 
additional analytic difficulty. A first step in this direction has recently been 
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Figure 8. Evolution of strain, temperature and displacement. 
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Figure 9. Possible sizes for hysteresis loops in a phase transition. 

taken by Benilan-Blanchard-Ghidouche [4]; they proved the existence of 

a unique weak solution for the quasistationary Fremond-model without 

strain gradient term for the isothermal case. 

11. Both Falk's and Fremond's model can only predict the maximally possi­

ble width (in vertical extent) of the hysteresis loops, but not whether a 

hysteresis actually occurs and if it does, what size it has. Indeed, all the 

situations depicted in Fig. 9 (maximal width (a), intermediate width (b), 

zero width ((c), so- called Maxwellline) are possible, in principle. 

Furthermore, if the free energy is assumed in the Landau-Devonshire form 

(2.1), then the vertical width of the loops ought to decrease with tempera­

ture in the pseudoelastic range, while experiments indicate that this is not 

the case (cf., [32]). Finally, neither Falk's nor Fremond's model provides 

any information about the interior of the loops, except that to each defor­
mation there corresponds an unstable state associated with a point on the 

downward sloping branch of the load-deformation curve. But states in­

side the loops are observed in experiments (cf., [32]). Recently, M iiller and 

his eo-workers (see [5,29,32]) gave an extension of the Landau-Devonshire 

approach to answer these questions. Their claim is that the size of the 

hysteresis depends strongly on the interfacial energies, and they are able 

to give an interpretation for the states in the interior of the loops. In 

this new approach the interfacial energies are incorporated as products of 

phase fractions, and not via strain gradient terms. For details we have to 

refer to the above mentioned papers. A mathematical analysis of the field 
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equations resulting from this model has not yet been performed. 

12. A new approach to the phenomena in shape memory alloys. ~hich is based 

on the Preisach model of hysteresis was recently 'intwduc~a in Huo (27] . 
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