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1. Introduction 

We are going to consider the following optimal control problem for a strongly 

nonlinear second order ordinary differential equation with homogeneous Dirich­

let boundary conditions : 

Find 

1 

inf J(u, y), J(u, y) = j g(x, u(x), y(x), y'(x))dx, (1) 

0 

subject to 

u E Uad = {u E L~(O, 1): u(x) E Q a.e. x E (0, l)}, (2) 

-(djdx)a(x, y(x), y'(x)) + b(x, u(x), y(x), y'(x)) = 0, x E (0, 1), } (
3

) 

y(O) = y(1) = 0. 

Here L';:(O, 1) stands for the m-fold Cartesian product of £<'0 (0, 1) and 

Q C Rm, m 2: 1, is an arbitrarily given set containing at least two elements. 

The given real-valued functions a= a(x, s, t), b = b(x, r, s, t) and g = g(x, r, s, t) 
are defined for x E (0, 1), rE Q and s, t ER and satisfy certain assumptions to 

be specified below. 

The main characteristic feature of the above control problem is that the state 

of the system is given by the solution of a boundary value problem for a nonlinear 

second order differential equation. A survey on the relevant literature has been 

given in [10]. Here we want to mention only [2,3,12,13,14,17), in which both 

analytical and numerical aspects were investigated for certain control problems 

with linear second order ordinary differential 'equations whose coefficients (all 

or some of them) may act as control functions. Book [11] shall summarize the 

findings of the authors in the domain. 

The present paper is devoted to deriving the Pontryagin Minimum Principle 

for the control problem (1-3). It is a free continuation of [8,9], in which we have 

proved a Pontryagin-like Minimum Principle for a linear respective quasilinear 

second order ordinary differential equation, whose all coefficients are depending 

nonlinearly on the control parameters. Because of the example given in [8,15] 

we could not expect the Pontryagin Minimum Principle to be valid if the leading 

coefficient oft he differential equation (that means "coefficient" a in (3)) depends 

on the control. (This statement is rather surprising in view of paper [16].) 

However, if the leading coefficient is not depending on the control parameters, 
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then optimality conditions derived in [8,9] yield the corresponding Pontryagin 

Minimum Principles. Thus, we extend our previous results and show that a 

Pontryagin Minimum Principle is also valid in the case when the state equation 

is given by the strongly nonlinear two point boundary value problem (3). We 

overcome the special difficulties connected with the strong nonlinearity of (3) 

by means of [7]. In that paper we have given an explicit formula for the solution 

of a linear two point boundary value problem with measurable coefficients (and 

a right hand side belonging to H- 1(0, 1)). Note also that in general (3) not 

can be rewritten as a system of two first order ordinary differential equations in 

normal form. It is know that (:ontrol problems for implicit differential equations 

possess certain peculiarities (cf., e.g.,[5]). 

Like in [8,9], in order to derive the wanted optimality condition we use a 

needle-like variation of the optimal control. In section 2 we introduce some 

notations and formula,te the needed assumptions. In section 3 we study the 

solution of (3) related to the varied control and prepare the proof of the final 

result, which is given in the last section 4. 

2. Notations and assumptions 

Most of the notations used in this paper are standard. So we shall use J · J for 

the Euclidean norm in Rn, n 2: 1, JJ · IIc for the norm in C[O, 1] and 11 ·liP for 

the norm in LP(O, 1), 1 ~ p ~ oo. HJ(O, 1) stands for the usual Sobolev space, 

whose elements vanish at the ends of the interval (0, 1), and in which the norm 

is given by JJ y llo = 11 y' ll2· We recall that HJ(O, 1) is continuously embedded 

into C[O, 1] and that there are two elementary inequalities 

Jy(x)J ~ llvllo Vx E [0, 1], (4) 

sati~fied by each yE HJ(O, 1). 

Now we give the assumptions A1-A3; the assumptions A4 and A5 will be 

given below. In all what follows lower indices s and t mean the partial derivatives 

of the corresponding function with respect to these variables. f ECAR denotes 

a function f: (0, 1) x R x R ---+ R satisfying the Caratheodory conditions. 

A1: a, a,, a1 ECAR 

b(·, u(-), ·, ·), b,(·, u(-), ·, ·), b1(·, u(·), ·, ·), } E CAR 

g(·, u(-), ·, ·), g,(-, u(·), ·, ·), g1 (·, u(-), ~' ·), 
VuE Uad 
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A2 (i): For any .A > 0 there is a positive constant J.l-1>. such that 

I a(x, s, t) I :S JJu(1+ It I) 

for a.e. x E (0, 1), Vs ER with Is I:S .A, Vt ER. 

(ii): There is a positive constant a and for any .A > 0 positive constant J.l- 2>. 

such that 

a :S at(x,s,t) for a.e. x E (0, 1), Vs,t ER, 

I a,(x, s, t) j, at(x, s, t) :S J.l-2>. . 

for a.e. x E (0, 1), Vs,t ER with Is I+ It I:S .A. 

(iii): There are two positive constants J.l and 8 such that 

I a,(x,s,t)-a,(x,u,r) I, I at(x,s,t)-at(x,u,r) I :S JJ(I s-uI+ I t-r I) 
for a.e. x E (0, 1), Vs,t,u,r ER with Is- u j, It- T I< 8. 

A3 (i): For any .A > 0 there are the function h1>. E £ 1 (0, 1) and a positive 

constant J.l-3>. such that 

I b(x, r, s, t) I, lg(x, r, s, t) I :S hu(x) + J.l-3>. It 1
2 

for a.e. x E (0, 1), V{r, s} E Q X R with I r I+ Is I:S .A, Vt ER. 

(ii): For any .A> 0 there are two functions h2>. E £ 1 (0, 1) and h3>. E L2 (0, 1) 

such that 

1 b,(x, r, s, t) 1, 1 9.(x, r, s, t) I:S h2>.(x), 
I bt(x, r, s, t) j, I Yt(x, r, s, t) I:S h3>.(x), 

for a.e. x E (0, 1), V{r, s, t} E Q x R x R with I r I+ Is I + I t· I:S .A. 
(iii): For any .A > 0 there are two positive constants J.l-4>. and 8>. such that 

lb,(x,r,s,t)-b,(x,r,u,r)l,} 
I bt(.x, r,s, t)- bt(x, r, u, r) I, (I I I . I) :S J.l-4>. S - U + t - T I g,(x, r, s, t)- g,(x, r, u, r).l, 
I Yt(x, r, s, t)- Yt(x, r, u, r) I · 

for a.e. x E (0, 1), Vr·E Q with I r I :S .A and Vs,t,u,r ER with Is- u j, 
It- T I< 8)... 

The first conclm~ion of these assumptions is that 

a(-, y(·), y'(-)) E £ 2(0, 1) Vy E HJ(O, 1), 
b(-, u(·), y(-), y'(-)), g(·, u(-), y(·), y'(-)) E L1(0, 1) VuE Uad, Vy E HJ(O, 1) . . 

Hence, the cost functional J is well defined over Uad x HJ(O, 1) and for fixed 

u E Uad we may define a function y E HJ(O, 1) to be (weak) solution to the 

boundary value problem (3) if 
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1 

j (a(x, y, y')z' + b(x, u, y, y')z)dx = 0 

0 

11 

Vz E H6(0, 1). (5) 

By means of the generalized Lemma of DuBois-Reymont ( cf.,e.g.,[1]) it is easily 

checked that yE HJi(O, 1) is a solution of (3) if and only if 

X 

a(x, y(x), y'(x)) = j b(~, u(~), y(O, y'(~))d~ = c(u) Vx E [0, 1] (6) 
0 

with the constant 

c(u) = a(x, y(x), y'(x))lx=O (7) 

Throughout the whole paper a solution to any linear or nonlinear two point 

boundary value problem is to be understood in the above sense with the respec­

tive integral identity. Concerning (3) we formulate now the assumptions A4 and 

A5. 

A4: For each u E Uaa the boundary value problem (3) has a unique solution 

y(u) E HJi(O, 1) and there is a constant C > 0 with 

11 y(u) llo~ C VuE Uad· 

A5: For any A > 0 there is a positive constant 11;.. such that 

1 

j [at(x, y, y')z'2 + (a,(x, y, y') + bt(x, u, y, y'))zz' 
0 

+ b,"(x, u, y, y')z2]dx 2: !1;.. 11 z 116 

Vz E V(O, 1) = {y E H 1(0, 1) : y(O) = 0 or y(1) = 0}, V {u, y} E 

Uad X HJ(O, 1) for which y' E L00 (0, 1) and lllullloo+ 11 Y1 lloo < A. 

We remark that, for example, in [4] the reader can find sufficient conditions for~ 

the unique solvability of (3) with fixed u E Uad· Assumption A5 ensures th\J,t 

certain linear boundary value problems, which will play an important role in 

the text, are uniquely solvable. We finish this section with some notations. So 

let {u0 , y0 } E L;::(O, 1) x HJi(O, 1) be any fixed optimal s~lution to the control 

problem (1-3). The upper index "o" always indicates that the corresponding 

function is defined by means of this optimal solution. For example, 

a0(x) = a(x, Yo(x), Yb(x)), b0(x) = b(x, uo(x), Yo(x), Yb(x)), 
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g0 (x) = g(x,ua(x),yo(x),yb(x)) 
but also 

a~(x) = a.(x, Ya(x), Yb(x)), ... , g?(x) = g(x, uo(x), Yo(x), Yb(x)) , x E (0, 1). 

Finally, for fixed u E Q by w C (0, 1) we denote the set, whose elements 

are Lebesgue points of a finite number of integrable functions occurring in what 

follows and for which the estimations in A2-A3 are satisfied. Obviously, w has 

the measure one; in general, w depends on u. 

3. Preliminaries 

As we have said in the introduction we are going to derive the Pontryagin Mini­

mum Principle for the optimal control problem (1-3) using needle-like variations 

of the optimal control u 0 . To do so , let u E Q and~ E w C (0, 1) be any points 

'and c: E (0, c:0 ) a parameter. Then, for c: 0 > 0 sufficiently small we define 

u,(x)={u if xEE E=[~ , ~+c:). 
uo(x) if x E (0, 1)\E 

(8) 

Clearly, u, E Uad and, hence, by assumption A4 there exists a unique solution 

y, = y( u,) E flJ (0, 1) to the state equation (3) corresponding to u,. Thus, we 

have to investigate the behaviour of y, and J(uc, y,) if c: tends to +0. At the 

moment, because of ( 4) and A4, we know that 

(9) 

where here and in the whole following text C denotes a generic constant. Our 

first lemma gives a regularity statement on the state y(u) E HJ(O, 1) for arbi­

trary u E Uad and shows that IIY;IIoo is bounded by a constant not depending 

on the parameter c:. 

LEMMA 1 (i) y(u)' E £ 00 (0, 1) 

{ii} 3C > 0: IIY;IIoo ~C. 
1::/u E Uad 

PROOF: (i) For arbitrarily fixed u E Uad let y(u) E HJ(O, 1) be the correspond­

ing solution of (3). In virtue of the Langrange formula and (6) we have 

y(u)'(x) 11 

at(x, y(u)(x), Oy(u)'(x))dO = a(x, y(u)(x), y(u)'(x)) 

a(x, y(u)(x), 0) = lx b(~, u(O, y(u)(~), y(u)'(~))d~ + c(u) 

a(x, y(u)(x), 0) ! a.e. x E (0, 1) . 
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Choosing..\> 0 such that lu(x)l +ly(u)(x)l:::; ..\for a.e. x E (0, 1) and applying 

the assumption A2 (i,ii) and A3 (i), we come to 

ly(u)'(x)l:::; a-1(11 
lb(x, u(x), y(u)(x), y(u)'(x))ldx + ic(u)l 

+ la(x, y(u)(x), Ol):::; a-1(llh1AII1 + /l3>.11Y(u)ll6 + ic(u)l + J.l1>.), 

a.e. x E (0, 1), 

and statement (i) is proved. 

(ii) Because of (8) and (9) we can take a constant ..\ 2: 0 (not depending on 

€ E (O,ca)) such that lu<(x)l + IY<(x)l:::; ..\, a.e . x E (0, 1), and (10) considered 

for u = u< yields 

Furthermore, again using (6), A2 (i) and A3 (i) we obtain 

lc(u<)l:::; {
1 

ia(x, Y<(x), y~(x))ldx + {
1 

lb(x, u<(x), Y<(x), y~(x))ldx la la -
:::; J.l1>.(1 + IIY<IIa) + llh1AII1 + /l3>-IIY<ll6· 

Because of the both last estimations and (9) the claimed second statement (ii) 

is also proved. • 

Next we introduce some auxiliary functions by setting 

and 

11 

at(x, Ya + B(ye- Ya), y~ +B(y~- y~))dB, 

11 

a$(x, Ya + B(ye- Ya), y~ + B(y~- y~))dB, 

11 

bt(x,u<,Ya+B(ye -ya),y~+B(y~ -y~))dB, 

11 

b.(x, ue, Ya + B(ye - Ya), y~ + B(y~ - y~))dB, 

11 

Yt(x, u<, Ya + B(ye- Ya), Y~ + B(y~- y~))dB, 

92e(x) 11 

g.(x, Ue, Ya + B(ye- Ya), Y~ + B(y~ - Y~))dB, 

(11) 
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Llb(x) = b(x,u.(x),yo(x),y~(x))- b0 (x), } (12) 
Llg(x) = g(x, u.(x), Yo(x), y~(x))- g0 (x), 

where x E (0, 1). Note that Llb(x) = b(x, u; y0(x), y~(x)- b0(x) if x E E and 

Llb(x) = 0 if x E (0, 1)\E and analogously for Llg. By Lemma 1, assumptions A2 

(ii) and A3 (i,ii) we may easily conclude that these functions have the following 

properties: . 

b1•, gl• E L2 (0, 1) 

b2.,g2• E L1 (0, 1) 

Llb, 'flg E L1(0, 1) 

with a~ alc(x) ~ C, lla2.(x)l ~ C, 
a.e. x E (0, 1), 

with llb1cll2, JJglcll2 ~ C, 

with llb2ell1, JJg2elh $ C, 
with IJ.!lbJh, IJ.!lgJh E Cc . 

(13) 

Here, to point out once more, C does not d.epend oncE (0, c: 0 ). In the proof of 

both inequalities of the last line of (1'3) we have to u~e additionally the fact that 

by definition of w ~ E w is a Lebesgue-point of b0
, b(·, u, y0(·), y~(-)) E Ll(O, 1) 

and g0 ,g(·,u,y0 (-),y~(-)) E L1 (0, 1), respectively. 

With the functions a1., ... , b2. defined in (11) and Llb defined in (12) we 

consider the following linear second ordef boundary value problem : 

-(djdx)(a1.(x)p'(x) + a2c(x)p(x)) + ble(x).p'(x) + b2e(x)p(x) } (
14

) 
= -Llb(x), x E (0, 1), p(O) = p(1) = 0, 

for which p E HJ(O, 1) is said to be a solution if 

11 

[(ale(x)p'(x) + a2.(x)p(x))z'(x) + (blc(x)p'(x) + } 
0 1 

b2e(x)p(~))z(x)]dx =-la Llb(x)z(x)dx Vz E H5(0, 1). 
(15) 

Taking into account Lemma 1 we find a constant A > 0 such that lllue I !loo + 
11(1- B)y~ + By~tloo ~A VB E [0 , 1] . Thus, in A5 we can substitute u = u. and 

y = Yo + B(Ye- Yo) = (1- B)yo +By.,(} E [0, 1]. If we intergrate the resulting 
inequality over (} E [0, 1], then we see that this boundary value problem is 

with respect to c E (O,c:0 ) uniformly coercive on HJ(O, 1). In other words, by 

the generalized Lax-Milgram-Theorem the boundary value problem (14) has a 

unique solution Pe E HJ(O, 1). To study Pe as c--+ +0 we could try to nse the 

coercitivity of (14). Doing this and considering (4), we would find 
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which by (13) would give 

for each 5 E (0, 1) 

However, since this estimate is not sufficient for deriving the desired optimality 

condition we are forced to apply deeper results concerning linear boundary value 

problems with measurable coefficients. The properties of the coefficients stated 

above in (13) and certain properties of (14), which essentially are consequences 

of assumption A5, allow us to apply [7). There we have proved the existence of 

a gel!eralized Green function Ge = Ge(x,e),x,e E (0, 1), having properties 

Ge, Gex E L00 ((0, 1) x (0, 1)) with IGe(x,<)J, IGex(x,<)l::; C, a.e. x,e E (0, 1), 

and using which the solution Pe E HJ(O, 1) to (14) and its derivative p~ can be 

written as 

Pe(x) =- {
1 

Ge(x,<)f:l.b(e)d<, p~(x) =- {
1 

Gex(x,<)f:l.b(<)d<, a.e. x E (0, 1). Jo · Jo 
By (13) these formulas yield the crucial estimates 

IPe(x)l, IP~(x)l::; Ce, a.e. x E (0, 1), (16) 

whose importance will become evident in the next lemma. 

LEMMA 2 It is true that 

Pc(x) = Yc(x)- Yo(x), a.e. x E (0, 1), (17) 

where Pc, Ye=· y(ue) and Yo = y(uo) are defined above. 

PROOF: Indeed, by the respective definitions of Ye and Yo we have 

Applying Langrange formula to the first two intergrands and using the func­

tions a 1e, ... , b2e and f:l.b .defined in (11) and (12), respectively, we see that this 

identity has ·the form 
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0 11 

(al,(Y~- y~) + a2,(y,- Yo)]z'dx 

+ 11 

(b1,(y~- y~) +b2,(y,- Yo)]zdx 
01 

+ 1 ~bzdx 'v'zEHJ(0,1). 

which shows that besides p~ also y,- Yo solves the boundary val~e problem (14) 

and , hence , relation (17) is true. • 

According to (16) and (17) we ubtain the estimates 

Jy,(x)- Yo(x)J, Jy~(x)- y~(x)J :5, C., a.e. x E (0, 1). (18) 

Another consequence of (16.) and Lemma 2 is that now we can calculate the 

limits of the functions a 1,; ... , g2, defined in (11) as c; ----+ +0. 

LEMMA 3 If c ----+ +0 then 

bl< _____. b~' 
Y1< _____. g~, 

. 0 . 
a2, ----+ a • In L00 (0, 1) 

PROOF: As examples we prove the first and the last statement; the proofs of 

the other ones are analogous. Thereby we have to use the assumptions A2 (iii) 

and A3 (iii). So let 8 > 0 be taken from A2 (iii) and· i; E (0, c; 0 ) so small that 

Jy,(x)- Yo(x)J, Jy~(x)- y~(x)J :5, 8, a.e. x E (0, 1). 

By the definition of a 1,, by (17), A2 (iii) and (16) we obtain 

Ja1,(x)- a~(x )J :5, 11 
Jat(x, Yo(x) +Bp, (x ), y~(x) +Bp~ (x))- a~(x )JdB 

:S J.L(Jp,(x)J + Jp~(x)J) :S C,, a.e. x E (0, 1), 

which proves already the first assertion. For the proof of the last one we take a 

..\ > 0 so large that Ju,(x)J :5, ..\ , a.e. x E (0, 1), and choose c; E (0, eo) so small 

that 

Jy,(x)- y0 (x)J, Jy~(x)- y~(x)J :S 8>. a.e. x E (0, 1), 

where now 8>. is taken out from A3 (iii). Then by the same argument and 

because of the definition of u, we find the estimate 

11 
Jg2,(x)- g~(x)Jdx :S 11 

jg2,(x)- g.(x, u,(x), Yo(x), y~(x))Jdx + 
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11 

Jgs(x, u,(x), Yo(x), y~(x)- g~(x)Jdx 

~ 1111 

Jgs(x, u,(x), Yo(x) + Bp,:(x), y~(x) + Bp~(x)) 

- g,(x, u,(x), Yo(x), y~(x))JdBdx + L Jg,(x, u, Yo(x), y~(x))- g~(x)Jdx 

11 lE+• ~ /J4>. (Jp,(x)l+ IP~(x)l)dx + Jg,(x, u, Yo(x), y~(x))- g~(x)Jdx, 
o . E 

from which the last statement of the lemma follows. • 
4. Pontryagin Minimum Principle 

After the preparations in the previous paragraph we are now in a position to 

prove very easily the sought Pontryagin Minimum f rinciple for the control prob­

lem (1-3) . To formulate it in a customary way we first introduce the adjoint 

state by means of the linear boundary value problem 

-(djdx)(a~(x)z'(x) + b~(x)z(x)) + a~(x)z'(x) + b~(x)z(x) } (
19

) 

= (djdx)g~(x)- g~(x), x E (0, 1), z(O) = z(1) = 0, 

for which z E HJ(O, 1) is said to be a solution if 

11 

[(a~; x )z' ( x )+b~ ( x )z( x) )y' ( x )+(a~( x )z' ( x )+b~(x )z(x) )y( x )]dx } (
2

0) 

=-la (g~(x)y'(x) + g~(x)y(x))dx Vy E HJ(O, 1). 

Its unique solution z0 E HJ(O, 1) (cf. A5) is called the adjoint state . Our final 

result given in the theorem below 

THEOREM. Under the assumptions A1-A5 the necessary condition for 
{u0 ,y0 } E L:(o, 1) x HJ(O, 1) to be an optimal solution of {1-3} is that 

g(x, u, Yo(x), y~(x)) + b(x, u, Yo(x), y~(x) ) zo(x) 

~ g(x, uo(x), Yo(x), y~(x)) + b(x, uo(x), Yo(x), y~(x))zo(x) 

VuE Q a.e. x E (0, 1), 

where z0 E H(j(O, 1) denotes the adjoint state defined by {19}. 

PROOF : In order to prove the theorem we consider the difference 
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0 < J(ue, Ye)- J(uo, Yo) 

11 

(g(x, ue(x), Ye(x), y~(x))- g(x, ue(x), Yo(x), y~(x)))dx 
' 01 

+ 1 (g(x, ue(x), Yo(x), y~(x))- g0 (x))dx, 

which by means of the functions 91e,92e and .D..g defined in (11) and (12), re­

spectively, can be rewritten in 

(21) 

In the definition of Pe , that means in (15) with p = Pe , we take z = zo and in 

the definition of zo, that means in (20) with z = zo , we take y = Pe. Then we 
using the both resulting relations we obtain inequality (21) in the form 

0:::; L (.D..g(x) + .D..b(x)z0 (x))dx + J(c), 

where 

J(c) 11 

(91e- gf)p~dx + 11 

(92e- g?)Pedx 
01 0 1 

+ 1 (ale- a~)zop~dx + 1 (a2e- a~)z0pedx 
01 ~ 

+ 1 (bte- b~)zop~dx + 1 (b2e- b~)zopedx. 

Now, heJ;ause of (16) and (4) we have 

!C1 J(c)l :S C[ll9te- g~ll1 + ll92e- 9?lh 
+ (i!ale- a~lloo + 1ia2e- a~l!oo)l!zol!t 
+ (libte- b~lh + 1ib2e- b~llt)l!zollo), 

which , by Lemma 3 , implies 

J(c) = O(c) as c __. +0. 

(22) 

Therefore, if we divide inequality (22) by c E (0, eo) and if afterwards c tends 

to +0 , then we obtain 

0 < .D..g(~) + .D..b(Ozo(~) 
g(~, u, Yo(~), y~(O) -l(~) + (b(e, u, Yo(~), y~(~))- b0 (~))zo(0-

Since at the beginning of section 3 both u E Q and ~ E w C (0, 1) were taken 

arbitrarily the theorem is proved. • 
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Clearly, if the control set Q C Rm is convex and if for a.e. x E (0, 1) 
the functions b(x, ·, ·,·)and g(x, ·, ·,·)have their respective gradients br and gr 
continuous on Q x R x R, then for the solution { u 0 , y0 } E L;;;(o, 1) x HJ (0, 1) 
of the control problem (1-3) the above theorem yields the linearized (weak) 

Pontryagin Minimum Principle 

(g~(x) + b~(x)zo(x), u- uo(x))Rm ~ 0 VuE Q, a.e. x E (0, 1), 

where (-, ·)Rm denotes the scalar product in Rm. In [6] optimality conditions 

of such a type has been proved for both unconstrained and constrained control 

problems with a quasilinear second order ordinary differential equation, whose 

leading coefficient may also depend on the control u E Uad· We remark that the 

functional analytic method used there cannot be applied to the control problem 

considered above. In a forthcoming paper we shall consider the optimal control 

problem (1-3) with additional integral constraints . 

Book [11] contains illustrative examples demonstrating the use and advan­

t~ges of the result here presented. 
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Zasada minimum Pontriagina dla mocno nieli­

niowego zadania dwubrzegowego 

W pracy wyprowadzono warunek konieczny optymalnosci w postaci zasady mi­

nimum Pontriagina dla zadania sterowania optymalnego z•mocno nieliniowym 

r6wnaniem r6zniczkowym czqstkowym drugiego rz~du i z jednorodnymi wa­

runkami brzegowymi Dirichleta. W dowodzie uzyto standardowego podejscia 

z iglowq wariancjq sterowania oraz uog6lnionej funkcji Greena dla rozwiqzania 

liniowego zadania dwubrzegowego. 

llpHHIJ.Hll MHHHMyMa lloHTp.SII'HH& .AJI.H CHJibHO He­

JIHHeiiHOH AByxrpaHH'IHoii 3&A&'IH 

B pa6oTe npe.n.cTaBJieHo Heo6xo.n.HMOe ycnoBHe onTHMaJII.HOCTH B BH.D.e 

npHHII,Hlla MHHHMyMa floHTp.SITHHa .D.JI.II 33.0.3'fli PllTHM3JlbHOrO ynpaBJieHHJI 
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C CHJILHO HeJIHHe:R:HbiM JI.H<fl<flepeHU.H3Jil>HbiM ypaBHeHHeM B 'i3CTHLIX npo­

H3BQJI.Hb1X BTOporo ll0pj1JI.K3 H. OJI.HOpOJI.HbiMH rpaHH'iHLIMM ycJIOBH.IIMH ,lJ;H­

pHXJie. B JI.OKa3aTeJILCTBe HcnoJIL3yeTC.II cTaH.n.apTHLI:R: no.u.xo.u. c HroJIL'iaTo:R: 

JI.HCllepcHe:R: ynpaBJieHHj{ H o6o6m;eHH3.11 <flyHKU.H.II rpHHa JI.JI.II peilleHH.II JIH­

He:R:HO:R: JI.BYXrpaHH\fHO:R: 33JI.31.fH. 




