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The mathematical and computer implementation of a multil<i,)'er 
forecasting model for urban and regional scale is presented . The 
model has been designed for predictmg dispersion and deposition 
of air pollution in urban and industrial areas and for evaluating 
the effectiveness of various emission control strategies. The imple­
mentation ofpollutants dispersion is based on numerical solving the 
advection-diffusion equations. The wind field is preprocessed by a 
specialized wind generator. The resulting concentration/ deposition 
distributions are presented in th form of isoline maJ?S. An example 
of short-term forecast of sulphur dioxide concentratwn for Warsaw 
is presented, as a case study. 

1. Introduction 

Nowadays, air quality analysis is especially important in urban and industrial 
regions, in view of their high population densities and the numbers of people 
suffering from its adverse effects on health. Emission fields in these areas are 
characterized by a variety of species, spatial complexity and high emission in­
tensity. Emissions are mainly due to central or local domestic heating, industrial 
sources and urban transportation systems . Moreover, in many urban areas , un­
favorable topographical and meteorological conditions, "heat island" effect and 
complex chemical processes that occur in the surface layer of the atmosphere 
- lead to spatial and temporal accumulation of polluting factors. As a result, 
pollution concentrations often reach very high values and exceed admissible air 
quality standards. 
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Computer forecasting models of air pollution dispersion are powerful tools 
for environmental impact analysis . Pollution measurements, although giving im­
portant reference data, are usually limited to several specific locations. They 
can be directly utilized in on-line environmental quality monitoring as well as 
in constructing real time prediction models, Cavarallo, et al (1986), aimed at 
short-term analysis of air quality and indication of alarm situations. 

Another class of air pollution models is based on mathematical description of 
physical processes of transport, diffusion and chemical transformations. Within 
this class, there are Gaussian-type models that use the analytica( solution of 
the linearized transport equation from isolated sources as well as models based 
on numerical solving advection-diffusion equations in complex emission fields, 
Eliassen, Saltbones (1983), Holnicki, Kaluszko, iochowski (1992), Juda-Kuczka 
(1987). Models of this type are very useful in air quality analysis and control in 
big urban agglomerations and industrial areas. 

In this paper a multilayer version of the last group of models is presented. 
The computer implementation is based on numerical solution of the set of trans­
port equations along with the respective boundary and initial conditions. The 
real data application for short-term forecasting of so2 concentrations in the 
Warsaw Metropolitan Area is presented. 

2. The model description 

2.1. Characterization of the input data 

The computer implementation is a three-layer version of a mesoscale air .pollu­
tion forecasting model. The domain considered is a rectanguJar area of spatial 
dimensions limited to about lOOkm x lOOkm. The dispersion process is analysed 
in a cuboid limited by terrain elevation and the mixing height - H M . Vertical 
stratification of this domain consists of three horizontal layers: 

• 1st, surface layer 0 - 50m, 
• 2nd, middle layer 50 - 150m, 
• 3rd, upper layer 150 - H M . 
This structure of the model is an approximation of a three-dimensional pro­

cess and allows us to consider the vertical structure of the wind and the pollutant 
concentration field . All the ground level, area and linear sources as well as the 
small pointwise sources are located in the first layer. The strong influence of 
aerodynamic roughness, turbulence and wind shear are observed at this level. 
In the second layer most of the emissions of industrial and intermediate energy 
installations are considered. This is a transfer zone between the highest sources 
and the ground surface. The effective emission points of the main power and 
central heating plants are placed in the third layer . The depth of this layer 
depends on the mixing height and varies both in space and time. 

This version of the model is mainly sulphur-oriented but it can be extended 
to other types of air pollutants . The time scale of the forecast can be optionally 
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Figure 2.1. The block diagram and the main input data 
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selected, and ranges from 24 hrs (short-term forecast) up to one year or a season 
period (long-term forecast). The time horizon is, discretized with an interval -
DT (in a standard case DT = 6hrs). The area considered is discretized with a 
square mesh. The standard grid length is tlh = 0.5 - 1km for the urban scale 
and 2 - 5km for the regional scale. 

The main input data utilized by the model are presented in Fig. 2.1. They 
can be arranged in the following basic groups: 

• structural characteristics of the domain of analysis (geometry of the area 
and its ecological structure, topography and aerodynamic roughness, time 
horizon of analysis), 

• meteorological forecast parameters (mixing height, geostrophic and ane­
mometric wind speed components, precipitation intensity, difference of 
temperatures between urban and rural areas), 

• emission field characteristics (parameters of pointwise emission sources, 
linear and areal emission flux), 

• physical and chemical transformation parameters (dry and wet deposition 
coefficients, chemical transformation rate), 

• initial and boundary conditions. 

All tlie time-dependent data are introduced at the beginning of the current 
time interval. The results of computation represent S02 or S04 concentration 
maps for short term forecasts. In case of long term prediction, a map of total 
sulphur deposition is additionally generated . 

The model parameters, like diffusion coefficients, chemical transformation 
rates or wet/dry removal factors are preprocessed in the specified numerical 
procedures . All the emission functions are transformed into a unified, space dis­
tributed emission field. Boundary conditions can be assumed as time-averaged 
concentration fields, generated by the regional scale model. Computation of the 
final wind field and simulation of the main dispersion processes are performed 
in the block MATHEMATICAL MODEL which is described in the next section. 

2.2. The mathematical background 

The emitted compounds are transformed in the course of chemical and physical 
reactions and are transported during the dispersion processes. The final envi­
ronmental effect is a result of dry and wet deposition of polluting species as well 
as the resulting concentration. A general view of the main steps of the sulphur 
oxides life cycle in the atmosphere is schematically shown in Fig. 2.2, Dernwent 
(1988), Morgan et al. (1986). 

The same form of mathematical model of dispersion process is applied for 
each layer. It consists of the set of two advection-diffusion equations, for primary 
and secondary pollutants, respectively, considered in a rectangular domain S1 = · 
Lx x Ly . Two neighbouring layers are coupled by means of vertical diffusion 
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Figure 2.2. The sulphur life cycle and chemical transformations 
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inn X (0, T), with the boundary conditions (k = 1, 2, i 

Ck, i = cL on s- = { 8D X (0, T) I Wj. ii < 0 }, 

o;~i = 0 on 5 + ={aD X (O,T) I W; . ii 2: 0}, 

and the initial condition (k = 1, 2, i = 1, 2, 3) 

Ck,i(O) = cZ,; in D X {t = 0}. 

The following notation is assumed : 
T - time horizon of the forecast, in [ s], 
i = 1, 2, 3- the layer index, 
k = 1, 2 - pollutant type index, 

(2.1) 

1,2,3) 

(2.3) 

(2.4) 

(2.5) 

c1 , c2 - concentration of primary (502) and secondary (504) pollutant , in 
[M/m3], 
H; - the i-th layer height , in [m], 
KH, - horizontal diffusion coefficient in the i-th layer, in [ m 2/ s ], 
J{ v, - vertical diffusion coefficient in the i-th layer, in [ m 2 / s], 
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Qi - averaged emission field of the i-th layer, in [ f-L9 / m3 s], 
vd, -dry deposition velocity for 502 (504), in [m/ s], 
kw, - wet removal factor for 502 (504), in [ 1/ s], 
kt - chemical transformation rate 502 -+ 504 , in [ 1/ s], 
{3 - relative share of primary sulfate ( 504 ) in emission, in [ -], 
ii - the normal outward vector. 

In the case of the long-term forecast, the field of total sulphur deposition is 
calculated . It is expressed as a sum of dry and wet deposition in the consecutive 
time intervals: 

N 

D = I: [Dd(j) + Dw(j)], (2.6) 
j=l 

where 

3 

Dw (j) = I:r kw, c1,i(j) + kw 2 C2,i(j)] ·Hi · Llt. 
i =l 

We denote here Llt = T / N , and j = 1, . .. , N is an index of the current time 
interval. 

The horizontal diffusion coefficient in the model layers (for i = 1, 2, 3) is 
calculated by the following relation Holnicki (1990), Juda-Kuczka (1987): 

I<H, = O"~ · max(0.5, I w; I) · Llh, (2.7) 

where 
0"0 -the root- mean-square horizontal fluctuation of wind direction, in [ rd], 
w; -mean wind velocity in the i-th layer , in [m/ s], 
ilh - space discretization step, in [m]. 

An essential role in (2.7) is played by the parameter 0"0 , depending on 
many factors, such as wind direction and velocity, atmospheric stability, aerody­
namic roughness and others Hanna, Briggs, Hosker (1982), Holnicki, Kaluszko, 
Zochowski (1992). Since all these relations are difficult to describe precisely, in 
the present version of the model we assume that O"e is a simple function of 
stability class alone, as shown in Table 2.1. 

Table 2.1. Relation O"e versus atmospheric stability class 

stability class 

The values of dry deposition velocities are adopted from experimental data 
known from literature, Eliassen, Saltbones (1983), Dernwent (1988), as constant 
factors. Coefficients of wet removal kw.( a) that appear in (2.1) and (2.2) are 
defined as nonlinear functions of precipitation intensity (see Holnicki, Zochowski 
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(1990)). It also possible to include the seasonal variability of these velocities, as 
suggested in Eliassen, Saltbones (1983). 

The chemical transformation rate kt depends on many factors, li.ke meteo­
rological conditions, concentration of catalytic species, etc. Holnicki, Zochowski 
(1990), Juda-Kuczka (1987) , but for algorithmic simplicity, we assume a con­
stant value in this implementation. The ranges of main parameters utilized in 
the model are collected in Table 2.2. 

Table 2.2. The default values of main model parameters 

Parameter notation Range/Quantity Unit 

Space dimensions Lx X Ly 100x100 km 
Discretization step D..h 0.5 - 5 km 
Time horizon T 1- 365 day 
Time step D..T 6 hour 
Mixing height HM HM(t) m 
Wind field w generated m/s 
Diffusion coefficients KH,Kv parametrized m 2 /s 
Dry deposition S02 Vd 1 

8. 10-3 m/s 
Dry deposition S04 Vd2 2. 10-3 mjs 
Wet remowal S02 kw, kw, (a) 1/s 
Wet removal S04 kw2 kw 2(a) 1/s 
Transformation rate kt variable 1/s 
Precipitation a a(t) mm/h 
Atmospheric stability s 1- 6 -

Primary sulfate emission (3 0.05 -

A parametrization of initial plume rise in the neighbourhood of high stacks 
(power plants, heating plants, major industrial sources) is applied. The method 
is based on the downwind shift of the effective emission point, according to the 
stack parameters and the actual meteorological conditions. The algorithm is 
based on the specialized instructions Chr6sciel ( ed.) ( 1983) , concerning routine 
calculation of pollutant concentration in the neighbourhood of the isolated in­
dustrial sources. The details of the parametrization can be found in Holnicki 
(1990). 

3. Multi-layer wind field approximation 

3.1. The vertical wind profile and topographical corrections 

Horizontal transport of air pollution is mainly due to the advection process; thus 
the calculation of the wind field components in (2.1) and (2.2) plays an essential 
role. Air flow is considered in a cubic domain, limited by the inversion base -
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Figure 3.1. The domain of wind field calculation 

H M and the ground elevation z = e(x, y) (see Fig. 3.1). In the algorithm 
applied, the following factors are taken into account: 

- vertical wind profile (wind shear), 
- topography and aerodynamic roughness, 
- heat island effect. 

For computational efficiency of the final algorithm, we assume linearity of 
the system. In the. approach applied, all the above effects are analysed separately 
and then the results are superimposed on each other to give the final form of 
the wind field in the area. 

In the first step , the layer-averaged wind components u~, v~ are calculated 
for (i = 1,2, 3) 

1 jz'+~ U~ = - U 0 (z) dz, 
H; z , 

1-2 

(3.1) 

where (zi_l, zi+l) is the i-th layer depth and the vector (u 0 , v0 ) is the solution 
2 2 

of the set of generalized Ekman equations Holnicki, Zochowski (1990) 
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(3.2) 
0 OV 0 -(I<M(z)-)- pfuo pfu9 oz oz 

with the boudary conditions 

uo(e) = Ua, vo(e) = Va, 

u 0 (HM) = u9 , V 0 (HM) = v9 . 

Vectors (u9 , v9 ) and (ua, va) represent here geostrophic and anemometric 
winds, respectively, e - the average ground elevation over n , f - Corriolis pa­
rameter, ]{M - the vertical function depending on atmospheric stability Hanna, 
Briggs, Hosker (1982), Uliasz (1983) . 

In the next step, the influence of topography and surface roughness is con­
sidered. We want to find the minimal corrections Otil and OtV to the mixing 
layer averaged components - u0 , V0 , such that the modified wind vector 

satisfies the conservation law 

au av _ 
0 ox + oy - . 

The problem is equivalent to the minimization of the functional 

- - r -2 - 2 8(hu) 8(hu) 
L(8tU,Otv;>.) = }

0
[(h8tu) + (h8tv) +>.(---a;-+ ----ay)Jds, (3.3) 

where h(x, y) = H M - e(x, y), and A is the Lagrange multiplier related to 
the conservation equation constraint. 

It can be shown , Dickerson (1978), that the minimum of (3.7) occurs for 

(3.4) 

where the optimal value of Lagrange multiplier - ).* IS the solution of the 
following Dirichlet problem: 

ah oh 
-Uo ox - Vo Oy m n, 

(3.5) 

0 on an. 
Any solution ;\* can be expressed as a linear combination of functions 

>.(1,0) and >.(0,1). These are the solutions to (3.5) for [u 0 ,v0 ] = [1 , 0] and 
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[u 0 , v0 ] = [0, 1] , respectively. Finally, due to superposition principle, the topo­
graphic corrections (3.9) can be expressed as 

(3 .6) 

Note, that the most time consuPiing part of solving the problem - compu­
tation of >.(0, 1) and >.(1, 0) -can be performed off-line. 

In the last step, the "heat island" effect is considered. Let n1 c n be the 
area of the city, and let G1 , Go denote the ground level temperatures in n1 
and on an , respectively. 

It can be shown Findlay, Hirt (1969) that the thermal wind corrections are 
of the form 

_ A acfJ 
De V = flh . ay ' (3.7) 

where A, tlh are constant parameters and cjJ is a thermal potential, such that 

tlc/J = (G 9 - 8 9 ) 

cjJ = 0 

in n, 

on an . 
(3.8) 

By G9 we denote here the ground level temperature distribution, and 89 is 
the same temperature, averaged over n . 

To solve (3.8) we must find G9 distribution in n. For simplicity, we assume 
a constant value G9 = G1 in n1 . Hence, it is enough to solve the problem 

tlG9 = 0 
G9 = Go 
G9 = G1 

in n - n1, 
on an, 
on an1 , 

(3.9) 

Here again we apply superposition principle. Let cjJ(1) be the reference so­
lution of (3.8), (3.9) for Go = 0 and G1 = 1. Then, for the current value of 
the difference of temperatures, 

c/J = (G1 - Go)· c/J(1) 

and, by (3.7), the final form of thermal corrections is 

' ~(G - G )ac/J(1) 
ueu = tlh 1 o ox , 

(3.10) 

' ~(G - G. )a<fl(l) 
ue v = tlh 1 o oy , 
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where 4>(1) and the derivatives f)</>(1)/ox and 8</>(1)/oy can be calculated 
off~ line. 

To transform these general corrections to the respective vertical layers we 
introduce the scaling factor that reflects the parabolic character of the vertical 
profile of the wind vector module in the mixing layer. We use this factor in the 

form 

. _ [haver-Zi]
2 

at- ' 
haver 

(3.11) 

where haver is the averaged effective depth of the mixing layer. Thus, the total 
wind components in the respective vertical layers are calculated from (3.1), (3.6), 
(3 .10) and are expressed as 

(3.12) 
vi = v~ + a; ( 8tv + 8ev), 

for i = 1, 2, 3 and depend on space coordinates. 

3.2. Interpolation of the measurement wind .data 

In general, besides the global meteorological forecast (like the mnong layer 
height and geostrophic wind, precipitation, etc .) given for the entir:e compu­
tational domain, there exist measurement data, recorded in a number of meteo­
rological stations located in a given area. These data concern the observed values 
of the ground level ( anemometric) wind components and can be extrapolated for 
the following time interval. This additional infor~ation is utiliz~d in the algo­
rithm of the wind-field generation by spatial interpolation of the measurement 
data. 

The principal difficulty in flow modelling (particularly wind field modelling) 
is reaching a compromise between the inherently complicated nature of the 
phenomenon and the requirement of the admissibility of the computation.al pro­
cedure . In this case we assume that the pressure is harmonic . The interpolation 
algorithm utilizes two sets of basis functions (see Holnicki, Kaluszko, Zochowski 
(1992) for details). 

The fundamental solutions of Laplace equations for wind components 

x In r, 

y In r. 

(3.13) 

(3.14) 

are taken as the basis functions of the first kind with the centre at (0,0). Here 
r denotes, as usually, the norm of the current point. 

There exist also basis functions of the second kind representing the vertices , 

1/Jl 
y 

r 
X 

r 

(3.15) 

(3.16) 
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It is easily seen that the basis function satisfy the flow continuity constraint. 
Given a certain number of measurements, the procedure of obtaining the 

interpolated wind field consists of the following steps: 
1° At each data point we compute the vertical wind profile by solving the 

generalized Ekman equations (3.2) for the local meteorological data. Next 
we compute at every point values of the wind components at heights cor­
responding to the centres of layers into which the general model divides 
the volume of the air. In this way three (or more) separate sets of measure­
ments are obtained, CJne for each level. The next steps of the procedure 
are performed for every layer separately. 

2° We construct nb basis functions of the first and second kind with the 
centres distributed uniformly on the circle with the middle at the centre 
of gravity of the computational rectangle and the radius equal to half of 
the circumference. 

3 ° Using the least squares method we calculate the coefficients in the lin­
ear combinations of basis functions approximating the measurement data. 
Here we may possibly regularize the procedure by introducing the artificial 
measurements, located in the corners of the rectangle, with values equal 
to the average of the real data and certain small weights. This is necessary 
in cases when the measurements are very scarce or are concentrated in a 
small region. In our program, on the basis of numerical experiments , we 
take the values nb = 12 and the regularizing weights 0.25. 

3.3. Merging the theoretical and measured wind fields 

Let the vector field w represent the theoretical wind computed using global 
topographical and meteorological data and w be the interpolated field generated 
on the basis of mesurements taken at points p;, i = 1, .. n. The final construction 
rests on the idea, that in the region where data are dense, the resulting field 
should follow the measurements, while in other regions it should conform to our 
notion of the theoretically correct behaviour. · 

To this end we construct the function of the form: 

g(x,y) = L exp(-cxlp-pil), 

calculate its maximum over the domain - 9max , and then define the weight 
function as 

p(x, y) g(x, Y)/9max · (3.17) 

F inally, we combine the theoretical and interpolated wind fields according to 
the formula 

w(x, y) (1 - p(x , y))w + p(x, y)w. (3.18) 
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The coefficient a must be selected empirically, but according to our experience 
it should be equal to the inverse of approximately one tenth of the longest side 
of the computational rectangle. 

T he procedure described above is illustrated by the example of real measure­
ment data and topography of the region around Teplice, Northern Bohemia, 
Czech Republic. The terrain is very diversified, with big elevation differences 
reaching 800 m . Some computational results are presented in figures 3.2 - 3.3. 
The 15 observation sites are marked by the circles, imposed on the topography 
map of the terrain. The anemometric and geostrophic winds, measured at each 
site, are transformed into the respective layer wind vectors (the vertical wind 
shear effect can be seen) . In Fig. 3.2 the average wind blows from the south-east 
direction. Since the flow is nearly perpendicular to the valley, its influence is not 
very evident . However, one can see the splitting of stream lines around the hills. 
In Fig. 3.3 the wind is more parallel to the valley and the channelling effect can 
be observed. 

Two features of the approximation method are evident even from these ex­
amples. First , the procedure has a smoothing efl"ect on the theoretical wind 
field. Without merging with interpolated values , the influence of the topogra­
phy would be more evident. It means also , that only big scale characteristics of 
the flow may be predicted . Moreover, the measurements may completely mask 
the effect of topography if they contain very big errors. However, in experiments 
when the measurements were created artificially using theoretical model with 
added small random error , the interpolation itself reproduced the wind field 
quite well . 

4. The computational algorithm 

T he numerical algorithm applied for solving the multi-layer "transport equations 
is based on the sequential use of a single layer procedure for the consecutive 
model layers. In the next step, the exchange between layers is performed . The 
numerical method applied fo r solving the horizontal transport equations is based 
on a discrete in time approximation to (2.1) - (2.5) by a combination of the 
method of characteristics and the finite element technique, Bercovier, Pirroneau, 
Sastri (1983), Holnicki , Zochowski (19gO) . Since the same approach is applied 
to both equat ions, in the sequel we consider only the first of them (the layer 
index is omitted for simplicity). 

For an urban scale area analysed, the space discretization step can range 
from 0.5km up to 1km, while on a regional scale the range is 2 - 5km. In this 
case, the turbulent diffusion process is a subscale effect. T hus, the standard 
methods of approximation can generate strong 'numerical diffusion' effect that 
can be of the same order of magnitude as the physical diffusion. To eliminate this 
drawback, we split the original equation according to advection and diffusion 
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Figure 3.2. The observation data (top) and the calculated streamlines (bottom) 
for south-east wind direction 
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Figure 3.3 . The observation data (top) and the calculated streamlines (bottom) 
for south-west wind direction 
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processes: 

ac - va 
at+ W·Vc + (HM +kw- kt)C = Q, 

ac - f{~c = 0 
at ' 

( 4.1) 

(4.2) 

and then we apply different numerical approaches for solving each of them. 

The finite-dimensional approximation is directly applied to the first equation. 
The solution, in the consecutive time steps, is then used as an initial distribution 
for diffusion equation ( 4.2). Its analytical solution is next utilized to evaluate 
dispersion effect in the current time step. 

Now we consider approximation of (4 .1). In the first step, the equation is 
split down according to space variables, into an equivalent set of one-dimensional 
equations . This set, written in a weak form, is as follows: 

(1/Jx ~~ (t), </J) + o-(z(t) , </J) = ~(F(t), </J), 

\J<P E H 1(0, Lx), t E (tn, tn+l), (z(tn), </J) 

('1/;y ~~(t), </J) + a-(c(t), </J) = HF(t), </J), 

V(/; E H 1(0, Ly), t E (tn, tn+l), (c(tn), </J) 

where 1/Jx = .Jl+U2, 1/;y = ~ and r 
istic directions related to the operators 

r(x), s 

a 
ar 

a a 
(at + v ay )Ny · 

( c( tn) , <P) , 
(4.3) 

s(y) are character-

Here F - denotes the emission field, (- , ·) - is a scalar product in the space 
£ 2(0, Lx) (or in £ 2 (0, Ly), respectively), and 

va, ( 
a- = H M + kw, + kt, i = 1, 2). 

Now we define the finite-dimensional approximation to ( 4.3). Let, for the step 
of discretization h converging to zero, Vh = { vh} be a linear finite element 
subspaceof H 1 (0,Lx) (orH1 (0,Ly)),respectively.By T = T/N(T) we denote 
time discretization step. Set ( 4.3) is approximated by the following, discrete-time 
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Galerkin scheme: 

( 4.4) 

V V h E vh) n = 0) 1) . .. ) N - 1) 

along with the respective boundary conditions that approximate (2.3) - (2.4). 
The horizontal diffusion is governed by the equation (4.2). The applied 

parametrization method is based on evaluation of the total amount of the i-th 
layer pollution, being transferred to the neighbouring grid cells in the course 
of a single time step - r. This amount is evaluated on the analytical solu­
tion to (4.2), see Zdanski A.K., Krylova T.O. (1986), Holnicki (1990) . A similar 
approach is utilized in the parametrization of vertical dispersion. 

The direct approximation of the vertical diffusion process requires respec­
tively fine discretization of the equation 

OC; 

at (4 .5) 

where i = 1, 2, 3 denotes the layer index. In case of a multilayer model, disper­
sion is a subscale effect and has to be parametized. The amount of the i-th layer 
pollution , being transferred to the neighbouring layers in course of the single 
time step- r, is calculated from the analytical solution to (4 .5) 

1 z2 

c;(z,t) = ;;·exp(- -
41 

)·c;(z0 ,0), (4.6) 
vt \v,t 

where c; (zo , 0) is the initial concentration and Z 0 - the average height of the 
layer, 

Ci (z0 , 0) = C
0 

· 0(z - Zo)· (4.7) 

Thus, the resulting vertical transfer of the pollutant depends on the layer 
height, time discretization step and the vertical diffusion coefficient - K v, . The 
quantitative evaluation of this process can be expressed by the coefficient /i ,j 

(the detailed definition can be found in Holnicki, Kaluszko, Zochowski (1992)). 
Moreover, the intensity of vertical exchange of pollutant between layers depends 
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Figure 4.1. The considered urban area 

on the current difference of concentrations and can be calculated as follows : 

Ck,l(x, t + r) 
ck,2(x, t + r) 

ck,3(x, t + r) 

ck,l(x, t) + /1,2(c~r,2(x, t) - Ck,l{x, t)), 
ck,2(x, t) - /1,2(ck,2(x, t) - ck,1(x, t)) + 

+ /2,3(ck,3(x, t)- ck,2(x, t)), 
Ck,3(x, t) - /2,3(ck,3(x, t) - ck,2(x, t) . 

This operation is performed as the final step of the numerical algorithm, in 
the consecutive intervals . 

. 5. The real data application 

The model has been implemented in the real datp, case for short-term forecasting 
S02 concentrations in the Warsaw Metropolit~n Area. The region considered 
is a square 40km x 40km containing the city and the rural area (see F ig. 5.1). 
In the standard case, this domain is discretized with the square mesh, where 
f}.h = lkm step size is applied. The same spatial resolution is used for all the 
space-dependent input data (emission field, wind field, dispersion parameters 
etc.). 



Multilay~ r comput~r mod~lling 

SHORTTERM FORECAST 

Region : WARSZAWA 

S02 concentration (~g/m 3 ) Layer 1 

Date 07/01/89 Sim. hour 12.00 
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Figure 5.1. A map of 502 concentration - layer 1; the values in [J.lg /m 3 ] . 
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SHORTTERM FORECAST 

Region: WARSZAWA 

S02 concentration (Jlg/m3 ) Layer 2 

Date 07/01/89 Sim. hour 12.00 
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Figure 5.2 . A map of S02 concentration - layer 2; the values in [ p.g /m3 ] 
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SHORTTERM FORECAST 

Region : WARSZAWA 

S02 concentration (J.1g/m 3 ) Layer 3 

Date 07/01/89 Sim. hour 12.00 
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455.94 

Figure 5.3. A map of S02 concentration~ layer 3; the values in [J.lgfm3 ] 
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LONGTERM FORECAST 

Region : KATOWICE 

S02 concentration (J1g/m3 ) Layer 1 

Start. date 01/01/92 Time horizon 365 days 
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25 
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Maximum 

55.70 

Figure 5.4. Averaged surface-level S02 concentration, generated by Jaworznolll 
power plant, for the winter season 
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The emission field is constituted by 6 major central heating plants as well as 
more than 300 intermediate or small heating installations and industrial sources. 
Moreover, 65 aggregated area sources are considered; they represent domestic 
heating installations of the main city quarters or suburban districts. 

Below, an example of one 6-hour step of a short-term forecast is presented. 
The resulting maps of 502 concentration in the model layers have been gen­
erated for south-east weak wind, neutral stability conditions and inversion base 
height HM = 700m. Figures 5.2 - 5.4 present concentration maps in the bot­
tom, middle and the upper layers, respectively. The surface concentration is 
mainly due to the ground level sources; the influence of the major power plants 
is observed at some distance from the ~,osition of the main stacks (marked by 
the stars),· depending on the stack parameters, the wind speed and atmospheric 
stability conditions. 

The dynamics of the model can also be important in analysis of long range 
scenarios. In such a case, the process of transition between the consecutive me­
teorological situations is continuously simulated and therefore can be reflected 
in the resulting time-averaged. pollution field. An example of long-term envi­
ronmental analysis is presented in Fig. 5.5. The season-averaged, ground level 
502 concentration map represents environmental effect of J aworzno Ill power 
plant in Silesia-Krak6w Region (llOkm x 74km). The map is related to the 
winter season averaged concentrations, obtained for a representative year (from 
the viewpoint of meteorological conditions). The simulation was performed as 
a sequence of the consecutive 6-hr meteorological episodes that cover the total 
period of simulation. The isoline map, besides the meteorological conditions, re­
flects the influence of source parameters (the stack height, diameter, the outlet 
gasses temperature and velocity) . One can see, for example, relatively low con­
centrations in some neighbourhood of the source; the maximum concentration 
area indicates the dominating wind directions in the season considered. 

The computer model presented in the paper can be applied as decision sup­
port tool in regional planning, evaluating environmental damage of industrial 
sources, optimal location of new installatins, or optimal strategy selection of 
emission abatement program. Some examples of these applications can be found 
in Holnicki, Zochowski (1990), Holnicki, Kaluszko, Zochowski (1992), Holnicki, 
Kaluszko (1992). Dynamics of the advection-diffusion solver can be also utilized 
in real-time emission control Holnicki, Zochowski (1990). 
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