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1. Introduction 

Most recent Decision Support Systems (DSSs) , both general purpose or special­
ized, have two futures in common: first - they are interactive, second- they are 
computer based (cf eg Lewandowski, Wierzbicki 1989, Dror et al. 1991). An inter­
active decision support system is a system designed and implemented to assist 
interactive decision making. An interactive decision making is a decision process 
split into several stages during which Dec·ision Maker (DM) progressively ex­
presses his preferences, analyses trial decisions and learns about the structure of 
a decision problem. One interaction (iteration) of such a process consists of the 
decu:i , 1. phase ~DM is active, the computer is idle in the sense that it performs 
no bulky computations but only uses its output devices to present appropriate 
information in textual and/or graphic form) and the computing phase (DM is 
inactive, the computer is active). Although efficient implementations of DSSs 
have become possible by intensive use of computers, computers alone can be 
bottlenecks as the size and complexity of decision problems grows . Obviously, 
the duration of any computer phase in interactive decision making must be kept 
within reasonable limits. It happens, however, that even for medium size deci­
sion problems the time consumed for determining one trial decision is significant 



146 I. KALISZEWSKI 

and in such situations the practical usefulness of DSSs might be questionable. 
Below we propose two remedies for this. 

2. Background computations 

The first remedy we propose is the idea of background computations. It is a 
generic feature of all interactive DSSs that during the deciswn phase for most of 
the time the computer is idle. Even if DM activates the computer to store, sort, 
retrieve, compare previously derived decisions, and display the related informa­
tion, this usually consumes a negligible part of computer capacity. The surplus 
capacity can be used to activate possible extensions or options of a DSS, which 
to keep the duration of individual computing phases within reasonable limits 
have been kept inactive. If there is no extra charge for using the surplus capac­
ity or the charge is low (which is true eg for personal and dedicated computers) 
additional processing can be started even if DM may later show no interest in 
the results. Usually, it takes some time for DM to make a judgment about the 
current trial decision and to set guidelines for the search for the next trial de­
cision . During this time, which is otherwise lost, additional processing can be 
significantly advanced if not completed. 

It is important that all the background computations should not harass 
D M in his process of decision making ( eg information presented on the screen 
should not be affected). The idea of background computations is well known in 
multitasking computer systems, where several tasks (processes) started by one 
or several users can be processed concurrently. Concurrency means that tasks 
are processed one by time but interchangeably, where the processor after some 
time spent on processing a task suspends it and starts (or resumes) processing 
a subsequent task. Usually tasks are structured by some priority rules. It is 
possible then to interact with one task (which is said to be in the foreground) 
whereas the remaining tasks run in the background. Tasks are to be managed 
on the computer system level and this is hardly achievable by an ordinary user. 
It is therefore necessary to organize background computations from the level 
of a program. This calls for a capability of software to create submodules of 
a program, called threads, which can be processed concurrently. Mechanisms 
of this type are present in several algorithmic languages as Ada, Modula, and 
various "parallel" extensions of C, Fortran, and Pascal. 

3. Parallel Computations 

If it happens that the computer capacity does not match decision support system 
requirements, then the next possible step is to switch to parallel computations. 
Parallel computations have become a reality with the emergence of multiproces­
sor computers. In computers of this sort threads can be physically distributed 
among several processors . This may result in a speed-up of computations with 
the theoretical bound on the speed-up equal to the number of processors used . 
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Though some academic and even commercial multiprocessor computers are now 
available, a limited access to such installations and/or a high cost of their ser­
vices make them hardly advisable in DSSs. One must remember that most 
implementations of DSSs have been done with desk-top minicomputers. 

4. Multiprocessing on Transputer Networks 

Quite recently a technology has emerged which is well suited to the needs of 
decision making and solves the problem of ensuring sufficient computer capacity 
for successful implementations of DSSs. It features a family of microprocessors, 
called transputers (Relofs 1987, Whitby-Stevens, Hodgkins, 1990), each with 
four links, which can be connected via links with other transputers into a: net­
work. Moreover, the whole network can be connected via an idle link to any 
computer turning it into a multiprocessor computer of significant capacity. A 
transputer (T800 version) is a 32-bit chip operating with 30MHz internal clock. 
It has 4 Kb on-chip memory and has an address space for an external memory 
up to 4 Gb. A key to the success of transputers is the speed of transmission via 
links: links are autonomous to transputer's CPU (can operate concurrently with 
the CPU) which results in low communication overheads even if all four links 
are running at the same time. The effective speed of unidirectional transmission 
is 1.8 Mb/sec. There is no limit on the number of transputers working in a net­
work. Transputer networks can be programmed with parallel extensions of C, 
Fortran, Pascal ( cf eg Parallel C, User Guide, 1991) or assembler-like Occam. A 
preliminary application of PC based transputer networks to solve multiobjective 
optimization problems (a formalmodel for many decision problems) has been 
already reported (Kaliszewski, 1990). 

5. An Example- A Pilot DSS Implementing Quantitative 
Pare to Analysis on a Network of Transputers 

Quantitative Pareto Analysis (Kaliszewski 1993) is a coherent methodology pro­
viding· DM with a variety of information about admissible decisions whenever 
the multiobjective optimization problem is the underlying formal model for deci­
sion making. Quantitative Pareto Analysis provides a methodological framework 
for: 

- generation of efficient decisions, 
- derivation of numerical information on efficient decisions such as values of 

criteria, distances to a certain ideal (may be fictitious) decision, maximal and 
minimal values of separate criteria over the admissible decision set, 

- derivation of a certain natural, hierarchical structure over the set of efficient 
decisions, 

- visualization of decision making processes by offering a method for. fast 
approximation of set's of efficient outcomes (Pareto sets), 

- values of trade-offs, 
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- sensitivity analysis of efficient decisions with respect to perturbations of 
utility functions, 

- sensitivity analysis of efficient decisions with respect to perturbations of 
objective functions. 

The first two items are standard elements implemented explicitly or implic­
itly in any DSS. All the remaining items of Quantitative Pareto Analysis result 
from interpretations of specific numerical characterizations of efficient decisions 
related to the notions of proper efficiency and substantial efficiency (Kaliszewski 
1993). The analysis is updated each time a new trial decision is generated in the 
course of interactive decision making. Quantitative Pareto Analysis can be ap­
plied in its full extend in an interactive decision making method to enhance the 
quality of decisions. At any stage of an interactive decision making process DM is 
free in selecting from the whole variety of information provided by Quantitative 
Pareto Analysis the information he needs. The analysis (especially calculations 
of values of trade-offs) is rather demanding in computing dapacity and computa­
tion time. Therefore, provided the computer used to build a DSS is parallel, all 
the respective items of the analysis are to be realized as soon as a trial decision 
has been generated, even if results of the analysis for this particular decision 
will not be later used by DM. A pilot DSS implementing Quantitative Pareto 
Analysis is currently tested in the Mathematical Programming Department of 
the Systems Research Institute. At present only linear multiple criteria decision 
making problems can be approached by this methodology. A hardware platform 
for the system is a networ,k of four transputers hosted by a PC computer. 

Below we shall present in detail implementation issues. To this aim we have 
to present the underlying problem, ie Quantitative Pareto Analysis more closely. 
However, to describe Quantitative Pareto Analysis in its full extent we would 
need another paper, so here we confine ourselves to one element of it, namely 
to calculations of trade-offs. 

5.1. Calculation of trade-offs 

The notion of tmde-offs plays a key role in multiobjective optimization, Many 
interactive decision making algorithms use this notion to steer the process of 
decision making. 

The definition of a multiobjective programming problem uses the notion of 
decision space X, feasible set Xo ~ X, outcome space Y, objective functions, 
and outcome set Z = f(Xo) ~ Y. To define trade-offs it is enough to confine 
oneself to the notion of outcome set. We make no specific assumption about 
outcome sets except that they are compact. 

Let f) E Z, Z ~ nk, Z is an outcome set. Throughout this paper we assume 
that Z is compact, ie closed and bounded. For all i = 1, .. . , k, denote 

zi<(fJ)={yEZ I:Yi<fJi, Yl?::.fJ1, l=1, ... ,k, l::fi}, 

zi,; (fJ) = {y E z I Yi :::: Yi , Yl ?:. :Y1 , t = 1, ... , k , t :f i} . 
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DEFINITION 5.1 Let fj E Z. The global trade-off Ttj(y) involving i and j, 
i, j = 1, ... , k, i =/; j , is 

Yi -y; 
sup -_--

yEZf(y) Yi - Yi 

THEOREM 5.1 Given an element fj E Z, the trade-offij~(fj) exists if and only 
if Z( (y) =/; {0} , and there exist a number p, p > 0, such that y solves the 
problem 

max ((1 + p)y; + PYi). 
yEZ~ (y) 

If such a p exists, then 

T;~(Y)::::; (1 + p)p- 1 

(1) 

REMARK 5.1 Observe that if z;<(y) = {0}, then, by the definition, the trade~off 
Ij~ (y) does not exist but y E Z;;;;; (fj) may solve the problem .(1) as it is eg when 

Z;~ (y) = {y} . 

THEOREM 5.2 Given an element y E Z for which the trade-off Ij~(y) exists. 
Then either there exists the maximal value p of the parameter p, p > 0, for 
which y solves the problem {1), ie the problem 

and 

max ((1 + p)y; + PYi) 
yEZ~(y) 

Ti~(y) = (1 + p)p- 1 

or y so lves the above problem for every nonnegative p and 

IJ<f (Y) ::::; 1. 

THEOREM 5.3 Given an element y E Z for which the trade-off Ij~(y) exists. 
Suppose that fj solves the problem {1), ie the problem 

max ((1 + p)y; + PYi) 
yEZ~(y) 

for every positive p. Then either there exists the minimal value p of the param­
eter p, p 2: 0 , for which y solves the problem 

(2) 

and 

Ij~(y) = p(1 + p)-l 

or y does not solve the above problem for every nonnegative p and 

Ij~(y) = 1. 
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Values of trade-offs constitute an important information but DM is free to 
use it or not. In particular, he may wish to know values for particular pairs of 
indices. 

Since, depending on the size of the problem, calculations of trade-offs may 
be time consuming (in our case one LP problem and , in the worst case, two 
parametric problems have to solved for one pair of indices) we have decided to 
calculate all n(n- 1)/2 trade-offs in the background and, since our instalation 
permits that, in parallel. 

5.2. Granuality of Parallel Computations 

An important issue we had to decide about was the granuality of parallel com­
putations in the system. Though there is no precise definition, granuality is 
regarded as fine if parallelism is introduced at the level of operations and coarse 
if it is introduced at the level of procedures. 

The basic building block of numerical computations in the system is a LP 
solver. It is intensively used in calculations of trade-offs (see Section 5 .1.) and 
in the other elements of Quantitative Pareto Analysis. It is evident then that 
the issue of parallelism should be considered for the solver first. 

The LP solver we use is an implementation of the simplex method. The 
simplex method cannot be efficiently parallelized since it contains sequences 
of operations which are inheritely sequential (Wallach 1982). Moreover, fine 
granuality is efficently implemented on installations built of either specialized 
processing units (vector processors, arthmetic coprocessors) or many simple ho­
mogenous processors (as in systolic arrays). Hence, we have decided in favour 
for coarse granuality and we have not attempted to parallelize the LP solver 
itself. This means that linear programming problems are treated in the system 
as separate (sequential) tasks which in turn are computed in parallel. 

5.3. Computer Farm versus Multi Task Applications 

Another important issue is the model of parallel computations. High level algo­
rithmic languages for transputer programmning such as Parallel Fortran, Par­
allel Pascal, Parallel C ( the system is implemented in Parallel C) support two 
models: computer farm and multiple task application. In computer farm there 
are two types of tasks: a master and slaves. The master initializes computations , 
sends and receives data from slaves which perform the bulk of computations. 
Slaves share the same set of instructions and their action is differentiated by 
input data. An important future of that model is that tasks are assigned to 
the physical processing units, ie transputers, automatically by a special pro­
gram called router. The logic of assigning is hidden to the programmer and 
the router works on installations with any number of transputers, starting from 
one-transputer installations. 
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Much more control is given to the programer in the second model where the 
programmer is responsible for the physical assignment of tasks to transputers 
and tasks need rrot to be homogenous as in the case of slaves. 

The implementation of the decision support system is rather complex, thus 
it would be difficult to put all it functions in the framework of one homogenous 
task (slave) as it is required in the computer farm model. Therefore, we have 
selected the more laborious but more flexible multi task application model. 

5.4. Windows enviroment 

The system produces a range of numerical and graphical information which 
should be conveniently presented to DM. There is a strong need to work in 
Windows enviroment to control the access to the data and results . The idea 
behind Quantitative Pareto Analysis is that DM should be presented with a 
spectrum of information from which he can select at wish , so opening, closing 
and updating windows is of primary importance for data and results effective 
handling. 

To provide an interface between transputers and Windows enviroment the 
system makes use of Nexis Window File Server. 

5.5. Software Specification 

The following software has been used to develop the system: 
- Parallel C ( a parallel extension of C) by 31; 
- tGRAPH (transputer graphic) by Rahmonic Resources Pte Ltd; 
- Nexis Windows File Server (interface for transputers and Windows by 

Nexis; 
-Windows by Microsoft. 

6 . Conclusions 

The system is a powerful tool for deriving quantitative data in decision mak­
ing processes which for the underlying model have multiobjective programming 
problems . Various decision making methods can be easily implemented upon 
this system. 

Quantitative Pareto Analysis is a general framework for quantitative analysis 
in multiobjective programming. For LP models there exist specialized methods 
for such issues as eg sensitivity analysis which obviously outperform the general 
approach. The full strength of Quantitative Pareto Analysis can be observed 
when it is applied to models of multiobjective programming other than linear . 
We intend to extend t he system for other models and linear integer problems 
will be our first step in this direction. 
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