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A class of insensitive control problems for the state equation 
involving a non-linear operator with a small parameter is considered. 
The conditions for the problem solvability are discussed. 

1. Introduction 

We consider the problem of an insensitive control for the equation of state 
involving a non- linear operator with a small parameter. The notion of an in
sensitive control was firstly introduced by J .-L . Lions (see Lions 1989, Lions 
1988, Lions 1990). Some classes of insensitive control problems were studied in 
Agoshkov 1993, Agoshkov, Ipatova 1993. We follow the approach in Agoshkov 
1993 and extend the results of Agoshkov 1993 to the problem under study using 
some results obtained in Agoshkov , Marchuk 1993 for data assimilation prob
lems . The theorem on the problem solvability is proved. 

2. Statement of the problem. Basic assumptions 

Let H and X be real separable Hilbert spaces such that X C H; H*, X* are 
adjoints of H , X . Introduce into consideration L2(0, T; H), Y = L2(0, T; X), 
L 2(0,T; X*) - spaces of abstract functions f(t) with values in H , X, X*, 
respectively; and the space 

W = W(O, T) = {! E L2(0, T; X) : dt E L2(0, T; X*)} , 

11! 1/ w = (11 dt IILco,T; x•) + IIJII Lco,T; x)) 112 
· 
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By C0 ([0, T]; H) we denote the Banach space of continuous functions [0, T]~--+ H 
with the norm 

11/llco([o T] ·H) = max IIJIIH · 
' ' tE[O,T] 

We'll assume that 

H::H*, x· = x- 1
, 

L2(0, T; H):: L;(o , T; H):: L2(0, T; H*) . 

Let a(t; i.p, 1/J) be a bilinear form defined for all t E [0, T] .and for any i.p, 'lj; EX, 
and satisfying the inequalities : 

(2.1) 

c2 II'PIIi ~ a(t; i.p, '!f;) , c2 = const > 0, V t E [0, T] , V I.{J, 'lj; EX . (2.2) 

By A(t) E £(Y, Y*) we denote the operator generated by this form : 

(A(t)I.{J , 'lj; )H = a(t; i.p, 'lj;) Vi.p,'lj; EX . (2.3) 

Consider the following evolutional problem 

{ 
~ + A(t)'P + t:F('P) = f(t) , t E (0, T) 

l.fJ(O) =V 
(2.4) 

where fEY*, V EH, c E [-eo, eo] is a small parameter, eo E Rl, F(l.fJ) is an 
analytic operator, F : W ~---+ Y*. 

Consider the functional of i.p E W of the form : 

where 

N ' 
a I 2 f3 2 1 "'"' {T 2 

S(l.fJ, V)= 21 'PIIYk + 211VIIH + 2 ~ Jo a;(l.fJ;- c;) dt + (l.fJ, go), 
i=l 0 

k = 0, 1 , Y 0 = L2(0, T; H) , Y1 = Y = L2(0, T; X) , 

a , (3, a;= const ~ 0 , c; = c;(t) E L2(0,T); 'Pi = (l.fJ,Pi )H, 

p;ELco(O,T;X*), i=1,N, nEN, goEY*, VEH. 

(2.5) 

Let us set ourselves the problem of an insensitive control (Lions 1989, Lions 
1988, Lions 1990, Agoshkov 1993) : 

for given f, g0 E Y* find a pair offunctions (l.fJ, V) E W x H such that (2.4) 
is satisfied and 

~~ (rp, V+ rVt)lr=o = 0 VVtEH, (2.6) 
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where <Pis the solution of (2.4) for '{;(0) =V+ rV1, rE R1 . 

By F'(cp) E .C(W, Y*) we denote the Frechet derivative of the operator F 
at the point cp E W, and F'* ( cp) E .C(Y, W*) is the operator adjoint to F' ( cp). 
Later, we'll assume the following restrictions on the operator F to be imposed 
(see Agoshkov, Marchuk 1993) : 

IIF(cp)llv- :::; c1 , IIF'(cp)hiiY· :::; c21ihllw , 
IIF'*(cp) qllw• :::; cJIIqiiY , V hEW, q E Y, (2.7) 

V cp E S(cpo, Ro) = {cp E W: II'P- cpollw:::; Ro}, 

where cp0 is the solution of (2.4) for c: = 0, c; = c;(Ro) = const > 0, i = 1, 2, 3, 
Ro > 0. 

3. Equivalent formulation of the problem. The control 
equation 

Assuming <P be sufficiently regular in r we can write the derivative ~; from 
(2.6) in the form 

~;('{;,V+rVl)lr=O = (Vl,f3V)H+(cpl,aAicp+ 
+ 'L:~ 1 a;[(cp,p;)H- c;] Pi+ go), 

(3.1) 

where cp is the solution of (2.4), and cp 1 is the solution of the following problem : 

{ 
~ + A(t)cp1 + c:F'(cp)cp1 = 0, 

'Pl(o) = v1 . 

t E (0, T) 

Here Ay is the canonical isomorphism from Y into Y* defined by the formula 
(Aycp, 1/J) = (cp, 1/J)y, k =· 0, 1 is its power. 

Thus , the insensitive control problem can be reformulated as follows : 

for given f, g0 E Y* find the functions ( cp, 'Pl, V) such that 

{ 
¥t + A(t)cp + c:F(cp) = f , t E (0, T) 

cp(O) =V , 

N 

(3 .2) 

(V1, j3V)H + ( 'Pl, aAicp +I: a;[( cp, p;)H - c;]p; +go) = 0 VV1 E H, (3.3) 
i=l 

{ 
~ + A(t)cp1 + c:F'(cp)cp1 = 0 , 

cp1(0) = v1 . 

Denote by P the expression 

N 

t E (0, T) 

P = aA~cp + L:a;[(cp,p;)H- ci] Pi+ go, 
i=l 

(3.4) 

(3.5) 
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and consider the adjoint problem : 

{ 
-*+A*(t)q+c::F'*(tp)q=P, tE(O,T) 

q(T) = 0. 

Due to the conjugacy relation, Marchuk, Agoshkov, Shutyaev 1991 

(tp1, P) = (V1, q(O))H, 

(2.3) gives 

(V1,,BV)H + (V1,q(O))H = 0 V V1 EH, 

or 

,BV + q(O) = 0. 

Then, the problem (3.2)-(3.4) can be written in the form : 

find the functions tp, q, V such that 

{ 
¥t + A(t)tp + c::F(tp) = f, t E (0, T) 

tp(O) = V , 

{ -* + A* ( t) q + c:: F'* ( tp) q = K tp + g , t E ( 0, T) 
q(T) = 0, 

,BV + q(O) = 0 , 

where 

N 

Ko tp = L cx;(tp;,p;)H Pi , 
i=l 

N 

g = go - Lex; c; p; . 
i=l 
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(3.6) 

(3.7) 

(3.8) 

(3 .9) 

(3.10) 

(3.11) 

To study the solvability ofthe system (3.9)- (3.11) and to formulate a numerical 
algorithm, following the approach in Agoshkov, Marchuk 1993, we obtain an 
equation for the control V . 

If the problems (3.9), (3 .10) are solvable their solutions can be represented 
as 

tp = G1(f- c::F('P)) +Go V, 

q = G~T)(g + Ktp)- E: G~T) F'*('P) q, 

where G1 E .C(Y*, W), Go E .C(H, W), Glr) E .C(Y*, W). 

(3.12) 

(3.13) 
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Then for (3V + q(O) we have 

(3V + q(O) = MV +Fa- t:F1(cp, q) , 

where 

M To G~T) KGo + (31, lcp = cp, Tocp = cp(O) , 

To G~T)(g + KGlf) , 

To G~T)(F'*(cp) q + KG1F(cp)) . 

From (3.14) we come to the control equation : 

MV + Fa - t:F1 = 0 . 
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(3.14) 

(3.15) 

To investigate the solvability of the problem (3.9)-(3.11), as was done in 
Agoshkov, Marchuk 1993, we consider first the unperturbed problem (3.15) for 
c = 0, and use then the small parameter method. 

4. Solvability of the insensitive control problem 

First we consider the unperturbated problem (3.15) for c = 0 : 

MVo +Fa= 0. 

This equation is equivalent to the following system : 

{ 
~ + A(t)cpo = f , 
cpo(O) = Vo 

t E (0, T) 

{ -!!Jf + A*(t) qo = Kcpo + g, 

qo(T) = 0 

f3Vo + qo(O) = 0. 

t E (0 , T) 

( 4.1) 

(4 .2) 

(4.3) 

( 4.4) 

The properties of the operator M for (3 > 0 have been studied in Agoshkov, 
Marchuk 1993. We'll consider the case when (3 may be equal to zero. 

Let a ~ 0, (3 ~ 0, a+ (3 > 0. The following assertion holds true : 

LEMMA 4 .1 The operator M operates in H with the definition domain V( M) = 
H , it is continuous, self-adjoint and positive operator : 

(M p, p)H > 0 V p EH, p-::/= 0. 

PROOF. Let p E H and cp = Go p. Then 

M p = To G~ T) K cp + (3 p . 

(4.5) 
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Since Lions, Magenes 1968 

ii~PIIw :S: c IIPIIH , c = const > 0 , 

and similarly for q = G~T) K rp 

llqllw :::; c i!KrpiiY· , c = const > 0, 

and by definition of K, 

N 

IlK lf'i!Y• :::; c (a+ La; sup IIPdll· )illf'IIY :S: cii~PIIw , 
i=l tE[O,T] 

then 

llqllw :::; c IIPIIH , c = const > 0 

Due to the continuous imbedding of W into C 0 ([0, T]; H), Lions, Magenes 1968, 

IITo qiiH = llq(O)IIH :S: c llqllw , 

therefore for M p =To q + {Jp we have 

that yields the continuity of the operator M. The selfadjointness of M is obvi
ous, and the positiveness follows from the relations : 

(M p, P)H (ToG~T) KGo p, P)H + f3(p, P)H = 
(/{rp,rp)+{J(p,p)H = 
a(A}rp, rp) + "£,~ 1 J: a;(rp,p;)'1£ dt + f3(p, P)H 2: 

> a(A}rp, rp) + f3(p, P)H · 

Thus, for a+ f3 > 0 we arrive at the inequality ( 4.5). Lemma is proven. 

(4.6) 

In the case a 2: 0, f3 > 0 from the estimate ( 4.6) we deduce the positive defi
niteness of the operator M . This property has been proved earlier in Agoshkov, 
Marchuk 1993. 

If f3 = 0 then in some cases the operator M still remains to be positive 
definite. 

The following lemma is true. 

LEMMA 4 .2 Let k = 1, a > 0, f3 2: 0 then the operator M : H ~---+ H is positive 
definite : 

(Mp,p)H2:c(p,p)H 'VpEH, c=const>O. (4.7) 
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PROOF. The inequality ( 4.6) for k = 1 gives 

(M p, P)H 2': aii'PII} + .BIIPiik · 

For 'P = 0 0 p the following estimate holds true : 

II'PIIY 2': ciiPIIH , c = const > 0. 

Indeed, since 'P satisfies the problem 

then 

{ 
-'fiT+ Alf' = 0 , t E (0, T) 

lf'(O) = p 
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(4 .8) 

(4.9) 

Hence, taking into account the continuity of the operator A* : Y ~---+ Y* (see 
(2.1 )-(2.2)), we obtain 

IIPIIk :S 2clii'PII} + li'P(T)IIk . (4.10) 

Due to the continuous imbedding of W into C 0 ([0, T]; H), 

li'P(T)IIH :S c li'PIIw , c = const > 0 , (4.11) 

and the equation -'fiT = -Alp, we deduce 

II~PII~ = II~PII} + 11 ~~ 11}. = II~PII} + IIA~PII}. ::; II~PII} + ci II~PII} . ( 4.12) 

From (4.10)- (4.11) we come to the estimate (4.9). And (4.8), (4.9) yield the 
inequality 

(Mp,p)H 2': (ac+,B)IIPiik, c= const > 0, 

which assures the positive definiteness of M in the case a > 0, ,8 2': 0. Lemma 
IS proven. 

It follows from lemmas 4.1, 4. 2 that for all cases when a 2': 0, ,8 2': 0, a+ ,8 > 0 
the following statements are valid : 

CoROLLARY 4.1 The equation MV0 +Fa = 0 is uniquely and densely solvable. 

COROLLARY 4.2 The operator M-1 does exist (from H into H) with the defi
nition domain V(M- 1 ) dense in H. 

CoROLLARY 4.3 If a ~ 0, ,8 > 0 or k = 1, a > 0; ,8 ~ 0 then the equation 
MV0 + F0 = 0 is correctly and everywhere solvable. 
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Using the corollary 4.3 we deduce , similarly to Agoshkov, Marchuk 1993, the 
following theorem : 

THEOREM 4.1 For a 2 0, f3 > 0 or k = 1, a > 0, f3 2 0 the problem 
(4.2)-(4.4) has a unique solution (cpo, qo, Vo) E W x W x H . 

If k = 0, a> 0, f3 2 0 then the operator M- 1 can be unbounded. Let us give 
an example of a rather wide class of specific cases when M- 1 must necessarily 
be unbounded. Let 0 c IRn be a bounded domain with a piece-wise smooth 
boundary, 2 ~ n ~ 4, and 

0 0 

H = L2(0), X =W} (0), Y = Lz(O, T; W} (0)), Y 0 = L2((0, T) x 0). 

Define the operator A E L.:(Y, Y*) by the bilinear form : 

0 

(Acp, 1/J)H = a(t; cp, 1/;) V cp, 1/J EW} (0) 

where 

a(t, x), aij(t, x), ai(t, x) E £ 00 ((0, T) x 0), i, j = 1, n, x E D, 

Let f3 = 0, k = 0, ai = 0, i = 1, N, a> 0, go E Y 0
. 

LEMMA 4.3 The operator M : H t-T H is completely continuous. 

PROOF. Let us prove that the operator M maps a bounded set in H into a 
compact set. Consider the functions p EH such that IIPIIH ~ eo, eo = const > 0. 

Let cp = Go p, then M p = ToGir) cp. For cp the following estimate holds true : 

llcpllw ~ c IIPIIH , c = const > 0. 

The function q = Glr) cp satisfies the problem 

{ -* + A* q = acp + go , 
q(T) = 0. 

t E (0, T) 

Since g0 E Y 0 = £ 2 ((0, T) x 0) , cp E WC Y 0 , the last problem has a rather 
regular solution q (see Ladyzhenskaya, Uraltseva, Solonnikov 1967) such that 
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Thus , the functions M p = T0 q = q(O) are uniformly bounded : 

Therefore, the operator M maps a bounded set from H into a set bounded in 
the norm of X. The latter set in its turn is compact in H, Michailov 1976. 
Lemma is proven. 

CoROLLARY 4.4 The operator M- 1 : H f---* H is unbounded. 

Hence, using the corollary 4.2 we deduce 

CoROLLARY 4 .5 The value >. = 0 is a point of the continuous spectrum of the 
operator M. 

So in the example considered the equation MV0 + F0 = 0 is uniquely solvable 
but it is not correctly solvable. Moreover, this equation is not solvable for 
all functions F0 E H, it has a solution only for functions Fa from a dense 
set V(M - 1 ) in H . With the equivalent formulation (4.2)-(4.4) we can obtain 
necessary conditions for the problem solvability. 

The original nonlinear system (3 .9)- (3.11) , as we have seen, is equivalent to 
.the equation 

MV +Fa- EF1(<p, q) = 0. ( 4.13) 

Using the arguments of Agoshkov, Marchuk 1993 and the corollary 4.3 we 
come to the following statement. 

THEOREM 4.2 Let {3 > 0, a~ 0 or {3 ~ 0, a> 0, k = 1; f,go E Y*. Then 
there exists Eo > 0 such that V E E [- Eo, Eo] the problem (3. 9 )-(3.11) has a 
unique solution ( <p, q, V) E W x W x H analytic in E : 

00 00 00 

<p = <po + L Ei<p; , q = qo + L Eiq; , V= Vo + L EiVi , 
i =1 i = 1 i =1 

where {<pi}, { q;} , {Vi} can be computed by the small parameter method. 
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