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This paper deals with a set of sufficient conditions for optimality in 
shape optimization problems. First, a set of necessary conditions 
for optimality is derived. Then, a class of domains is introduced in 
order that isolated local minimums be defined. A set of sufficient 
conditions is derived for the isolated local minimum; an outline of 
the proof is given together with an illustrative example. 

1. Introduction 

The purpose of this paper is to give a set of sufficient conditions to shape opti
mization problems. These problems are optimization problems in each of which 
an objective function, depending on a domain through the solution of a bound
ary value problem defined on the domain, must be minimized or maximized 
with respect to the domain. The typical examples in elasticity will be found in 
the paper of Dems and Mr6z (1984) (see also Masanao, Fujii, 1992A, 1992B). 
Cea (1981) has enumerated various shape optimization problems in engineer
ing. Pironneau (1973,1974) systematically studied the minimum drag problems 
in fluid mechanics. He gave the first-order necessary optimality conditions for 
both Stokes flows and Navier- Stokes flows. On the other hand, Zolesio (1981) 
proposed the so- called material derivative method for sensitivity analysis of 
shape optimization problems. This method is highly sophisticated and widely 
used, Sokolowski, Zolesio (1992). In fact, Dems and Mr6z (1984) used the 
method for their problems. The present author, Fujii (1986A)-Fujii (1986C), 
has independently developed a more heuristic and intuitive method. The present 
author and his student Goto, Fujii (1990) have proposed a numerical method for 
shape optimization problems in the case of Neumann problem. They have given 
a complete, so-called 'Hessian' representation for the objective functionals; the 
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dimension of the space is two, though. The present author and his students, 
Goto, Fujii, Muramatsu (1990), have studied second-order necessary conditions 
also for shape optimization problems with a Neumann problem as a constraint. 

In this paper, we shall give a set of sufficient conditions for optimality to 
shape optimization problems. In the next section, we shall give the problem 
formulation and the second-order necessary conditions of Kuhn-Tucker type, 
which have been thoroughly studied in Fujii (1990). In Section 3, we shall 
introduce a 'distance between two domains' into a set of domains. Thus, we 
introduce a 'topology' into a set of domains. Then, we shall give a set of 
sufficient conditions of second order . 

2. Second- order necessary conditions 

Let a domain n in two-dimensional Euclidean space R 2 be bounded; coordinates 
of points of the space are denoted by x = (x1, x2). Its boundary is denoted by 
r( = 80) and is assumed to be a differentiable manifold of class C 6 . Let us 
assume that sufficiently smooth functions k(x)(2: 0), f(x) and a constant K, be 
given in a sufficiently large domain. As a typical boundary value problem in 
shape (domain) optimization problems, consider the following boundary value 
problem (Dirichlet problem) . 

L1u(x) - k(x)u(x) = f(x) 
u(x) = K,(const .) 

(x E 0), 

(x Er), 

where L1 stands for the Laplacian operator and is defined by 

(]2 (]2 
d = - + - . 

ox~ ox; 

(1) 

(2) 

It is well known Gilbarg, Trudinger (1983) that the boundary value problem 
admits a unique solution u( x) which is smooth enough. Let us introduce a 
functional J(O; u) of the solution u(x) by 

J(O; u) = l g(x, u(x)) dx. (3) 

Here, g( x, u) is a sufficiently smooth function of x and u. 
Our problem is to find a domain n which minimizes (or maximizes) this 

functional. Here, the domain n must satisfy a constraint 

I(O) = l h(x) dx = c(const.) . (4) 

This constraint is a generalization of the requisition of constant area. In general, 
it is difficult analytically to find such a domain n. Hence, we shall confine 
ourselves to finding necessary conditions for optimality. As in the case of usual 
extremum problems, these necessary conditions will be helpful in finding an 
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optimal domain. In fact, we can get numerical methods, Goto, Fujii (1990), as 
by-products. According to familiar ways of calculus of variation, we shall begin 
with the calculation of the variation of functional J(fl; u). Since boundary r is 
smooth, we can introduce arclengths s to r. Let p( s) be a sufficiently smooth 
function of s. Let f be an arbitrary number. We consider at each point on r 
the normal and plot on it the segment cp(s), so that positive values of cp(s) lie 
on the outward normal ii = (n1 , n2). If I cl is small enough, the endpoints of the 
segments form a smooth closed curve which encloses a new domain; hereafter, 
the curve will be denoted by r ,, n, standing for the new domain. We shall 
sometimes USe notation p( X) when X lies on f and notation On which is defined 
by 

on= cp. (5) 

We say that rE approaches r in the sense that each point on rE approaches 
the corresponding point on r, when f---+ 0. In the same sense, we say that n, 
approaches n. Now, let us consider the following boundary value problem on 
n,: 

.du,(x)- k(x)u,(x) 
u,(x) 

f(x) 
K. ( const.) 

(6) 
(7) 

Note that the boundary value problem (6) and (7) admits a unique solution 
u,( x), Gilbarg, Trudinger (1983). If we try to calculate the variation of objective 
functional J(fl; u), the following questions arise: Do there exist functions <f;(x) 
and 1/J( x) that satisfy 

(8) 

the expansion with respect to c? If they exist, what are they? Here and here
after, o(c2 ) denotes quantities such that o(c2

)---+ 0 as f---+ 0. There are a great 
deal of theory for the dependence of the solution on the boundary data in the 
case of fixed domain n. However, as far as the author knows, there is quite a 
limited theory, Garabedian, Schiffer (1953), for the solutions ~f partial differ
ential equations in the case of variable domains. For the sake of simplicity, we 
shall call </;( x) the first variation of the solution and 1/J( x), the second variation. 
Let us define <f;, by 

1 
1/J,(x) = -(u,(x)- u(x)) 

f 
(9) 

Let f---+ 0. Then, for an arbitrary subsequence of { 1/J,}, there exist Fujii (1990) 
a function 1/J(x) and a subsequence (still denoted by {1/J,}) such that 

(10) 
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uniformly on every compact (bounded and closed) subdomain of n. Further
more, function tf>(x) is shown in Fujii (1990) to be the solution of the following 
boundary value problem: 

b.tf>(x)- k(x)tf>(x) 

tf>(x) 

0 (xErl), 
fJu 

- fJnp(x) (x E f) , 

(11) 

(12) 

where a 1 (an) denotes the directional differentiation along the outward normal 
n. Note that boundary value problem (11), (12) unambiguously determines a 
function 4>( X) on n. This means that function 4>( X) does not depend on the 
choice of the subsequence of { tj>,} at all. In other words, we see that the entire 
sequence {tf>,} converges uniformly on every compact subdomain of 0 like (10). 
Let us define another sequence { 'lj;,} by 

(13) 

We obtain the same result for { 'lj;, } as for { tf>,}. Namely, we obtain the following 
theorem. 

THEOREM 2.1 Sequence {4>,} and its derivatives converge uniformly on every 
compact subdomain of n such as {10}, where function tf>(x) is the solution of 
{11}, (12} . Also sequence {'tf;,} and its derivatives converge uniformly on every 
compact subdomain of n such as 

· '· .~ ·'· fJ'lj; , ~ fJ'lj; fJ2'lj; , ~ fJ2 'l/; (. . 1 2) 
'1/f ~ lj/, ' !:1 !:1 !:1 !:1 z, J = ' ' 

OX; OX; uX;UXj UXiUXj 

where, '1/J( x) is the solution of 

L1'l/;(x) 

'l/;(x) = 

k(x)'l/;(x) = 0 
fJu 84> 1 82u 2 

-on O'(x)- fJnp(x)- 2 fJn2p (x) 

(x E 0), 

(x E f). 

(14) 

(15) 

(16) 

Note that the boundary value problem (15) , (16) admits Gilbarg, Trudinger 
(1983) a unique solution '1/J(x). 

We are now in a position to state second-order necessary conditions ofKuhn
Tucker type for optimality. In what follows we assume that n is an optimal 
domain . Let c be a number. Let us introduce a new domain 0, as before. It 
is easy to observe that for any smooth function w( x) of class C 2 the following 
formula is valid up to the second order of c: 

b, w(x)dx -l w(x)dx = cl w(x)p(x)df + c2 l { w(x)O'(x) 

+ ~ (f)h + w(x)) p2 }df + o(c2 ) . (17) 
2 fJn R 
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Here, R denotes the radius of curvature of r at df and is defined to be positive 
when the curve is concave to the domain. Domain fl, should satisfy constraint 
(4). Then, 

I(fl,) = 1 h(x) dx = c 
n, 

must hold. This expression, constraint (4), and formula (17) tell us that 

0 r h(x) dx - r h(x) dx 
ln, ln 
f 1r h(x)p(x) df + o(f) 

must hold. From this, we see that p must satisfy 

fr h(x)p(x) df = 0. 

As to the objective functional, we obtain using (17), 

J(fl,; u,) - J(fl; u) = fb( 1)J + f2 b(2)J + o(f2 ). 

Here, b( 1) J and b( 2) J are given by the following expressions: 

b( 1)J = fr g(x, u)p(x) df + l ~~ (x, u)<f;(x) dx; 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

Here, <f;(x) is the solution of (11) and (12); '!f;(x), (15) and (16). Notation 

Og (X, U) stands for a vector-valued function defined by 
ox 

ag og ag 
~(x, u) = ( £l"(x, u), £l"(x, u)). 
UX UXl VX2 

(24) 

Now, let us introduce a new function p(x) as the solution of the following boun
dary value problem: 

ilp(x) - k(x)p(x) 

p(x) 

ag 
au (x, u(x)) (x E fl), 

0 (xEf); 

(25) 

(26) 
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p(x) being called the adjoint variable. Note that boundary value problem (25), 
(26) admits a unique solution. Multiplying both sides of (25) by </J(x), integra
ting by parts, and using (11), (12), we get 

r og r op ou 
ln ou (x, u)</J(x) dx =- lr on onp(x) df. (27) 

Similarly, we obtain 

f og f op ( o<P 1 o2u 2 ) 
lnou(x,u),P(x)dx=- lron onp+2on2p dr (28) 

Substitution of (27) into (22) yields 

o(l)J= f {g(x,u)- opou}p(x)dr. 
lr on on 

(29) 

Substitution of (28) into (23) gives 

oC2)J = 

(30) 

Since domain n is the optimal domain, o(l) J must vanish for all p( X) that 
satisfy (20) (condition for stationarity). Simultaneously, we know that, also 
in (infinite dimensional) Hilbert space 7-£, (Sl. )l. = S is true provided that 
subspace S is finite dimensional. Putting S = { h}, we see that we can use the 
Lagrange multiplier rule in our case. If we define b(l) I and b( 2) I by 

I(O!)- I(O) = cb( 1)I + c2 b( 2)I + o(£2 ), 

we have from (17) the following expression for b( 2) I: 

oC2)I=~ f (!!_+oh)r2dr. 
2 Jr R on 

Thus, we obtain the following theorem (see Fujii, 1990). 

(31) 

THEOREM 2.2 (Necessary conditions of Kuhn- Tucker type) Necessary condi
tions that n attains a minimum for the optimization problem are that there 
exist a constant (Lagrange multiplier) >. such that 

opou 
g(x, u)- on on- >.h(x) = 0 (x E f), 

and that, for every p( s) which satisfies (20 ), 

oC2) J - >.oC 2) 1 ?: o 

holds. Here, oC 2)J and oC 2)I are given by {30) and {31), respectively. 

(32) 

(33) 
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3. Sufficient conditions 

In the previous section, we have given a set of necessary conditions. In this 
section, we shall give a set of sufficient conditions for optimality. To this end, 
we introduce an appropriate topology to a class of domains. The class of domains 
is a class of domains each of which has a differentiable manifold of class C 6 as 
its boundary. Let n denote a domain in the class. Let r be its boundary. We 
can introduce an arclength s to r which is measured from Xo E r. Let wm,p(r) 
denote a space of functions of s whose distributional derivatives up to m-th 
order belong to LP(r). In what follows, we use abbreviations wm,p and LP in 
place of wm,P(f), LP(r), respectively. The norm of u E wm,p is defined by 

{ }

1/p 

11 u llm,p'= L 11 D"'u 11~ 
a:-=; a:-=; m 

(1::::; p < =), (34) 

where a stands for integers, D"' denotes a times differentiation with respect to 
s. and 11 · liP stands for LP norm. With this norm, wm,p is a Sobolev space. 

Let !:1' be another domain which is 'close' to n . At each point on r, plot 
the normal. Let p( s) be the length of the normal cut by r and f' := 8!:1', and is 
defined to be positive when r' lies in the exterior of n. Obviously, p(-) belongs 
to W 4 ·P. Let us define p(f, f') by 

p(r, r') = sup II PU ikp · (35) 
xaEr 

Similarly, we can define p(f', f) by 

p(r', r) = sup 11/0ikp· (36) 
xaEr' 

Thus, we can introduce a 'distance' between n and !:1' by 

d(n,n') = d(r,r') = max(p(r,r'),p(r',r)) (37) 

Thus, we can introduce a notion of f-neighborhood N,(!:t) of domain !:1 by the 
following definition. 

(38) 

We are now in a position to give the notion of an isolated local minimum of the 
shape optimization problem considered. 

DEFINITION 3.1 We say that !:1 attains an isolated local minimum if there exists 
a positive number f such that for any domain !1' (# !:1) E N,(rl) 

J(rl'; u') > J(rl, U) (39) 

holds, where u' is the solution of the boundary value problem on !1'. 
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Let 0 be an admissible domain; i.e., 0 is assumed to satisfy (4). Let {On} be 
a sequence of admissible domains such that d(On, 0) -+ 0. Let Pn(s) be the 
length of the segment on the normal of n at s cut by r and f' l where s stands 
for an appropriately introduced arclength on r. From the assumption, 

[[pn(-)[[4,p --+ 0 (n--+ oo). (40) 

En--+ O(n-+ oo), [[~n(-)[[4 ,p = 1 (n = 1, 2, · ·-). ( 41) 

Thus, {~n} is a norm bounded sequence in W 4
•P. Let C~(f) be the space of 

functions whose derivatives up to the third order are bounded on r. As is well 
known, the norm of u E C~ (f) is defined by 

[[ u; CMr)l [ = max sup [D"'u(x)[ . 
O~a~3 xEr 

By virtue of the Rellich-Kondrachov theorem, A dams (1975), we know that the 
imbedding W4•P(f) --+ CMf) is compact . Therefore, there exists a subsequence 
of { ~n}, still denoted by { ~n}, such that ~n --+ ~ in CMr). For the time being , 
we shall confine ourselves to this subsequence . Let Un be a solution of the 
boundary yalue problem: 

Llun(x)- k(x)un(x) 

Un(x) 

Let us define cPn ( x) by 

cPn(x) = c;;- 1(ucx)- u(x)), 

f(x) (x E On), 

"' (X E f n =: afln). 

(42) 

( 43) 

where , of course, u(x) is the solution of (1) and (2) . Then by the argument 
similar to ref. Fujii (1990), we can show that there exists a function ifJ E C 1 (D) n 
C 2(0) such that, as n --+ oo, 

(i,j = 1,2) 

uniformly on every compact subdomain of 0. Hence, we see that 

Un- u = EncP + o(cn) (x En nOn)· 

Here, ifJ( x) is the solution of the following boundary value problem. 

D.ifJ(x) - k(x)ifJ(x) 

ifJ(x) 

When we define 1/Jn ( x) by 

0 (xEO), 
au - an ~(x) (x E f). 

1/Jn(x) = c;;- 2 (un(x) - u(x)- cifJ(x)), 

(44) 

(45) 

( 46) 
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we know that there exists a function such that, as n--+ oo, 

(i,j=1,2) 

uniformly on every compact subdomain of D. In other words, we see that 

Un- u = fncP + f~'!j; + o(cn) (x E D n Dn)· 

Here, 1/;( x) is the solution of the boundary value problem: 

D..'!j;(x)- k(x)'!j;(x) = 0 (x E D), 

1/J(x) =- acjJ ~(x)- ~ [)
2
u e(x) (x E f). 

an 2 an2 

Let us define c5(2)J(p(-)) and c5(2)J(p(-)) by 

c5C2)J(p(-)) = ~ f (!:_ + ah) p2dr, 
2 Jr R an 

and 

~ r {g(x,u) + ag ·n - agaua
2
u}p2dr 

2 Jr R ax au an an2 

- r ap [)cjJ pdr + ~ 1 [)2g cjJ 2 dx. 
lr an an 2 n [)u2 
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(47) 

(48) 

(49) 

(50) 

(51) 

Here, cjJ is the solution of (11), (12) corresponding top(-). We can now give an 
outline of the proof to the following theorem, the main result of this paper. 

THEOREM 3.1 A domain D of class C 6 attains an isolated local minimum if 
there exists a constant A such that 

ap au 
g(x, u)- an an--' Ah(x) = 0 (x E f), (52) 

and if, for any p(s) of class C 3 that satisfies (20) and does not vanish, 

(53) 

holds. Here, p is the solution of (25) and {26 ), and c/J - the solution of (11) 
and (12). 

OUTLINE OF THE PROOF . Let us suppose the contrary to the conclusion of the 
theorem. That is, D would not be an isolated local minimum. Then, there would 
exist a sequence {Qn} (Dn f. D) of domains of class C6 such that d(D, Dn) --+ 0 
and 

J(Dn; Un):::; J(D; u). (54) 



402 N. FUJII 

Let us choose a point x 0 on r and fix it . Let us measure arclengths s from x 0 . 

Let Pn ( s) be the length of the normal segment cut by r and r n; it is defined 
to be positive provided the segment lies on the outward normal. From the 
definition, [[p(-)[14,p would tend to zero because d(rl, D') ____. 0. In other words, 
fn would approach zero, where 

fn = IIPnUII4,p· 

Note that fn =f 0. Let ~n(-) E W4•P(r) be defined by 

~n = £~ 1 Pn(s); (55) 

then, [ [ ~n(-)[[4,p = 1 for any n. That is, {~n(-)} would be a norm-bounded 
sequence. Since the imbedding W4·P(f) ____. C~(r) is compact (the Rellich
Kondrachov theorem, Adams, 1975), we could extract a subsequence from 
{~n(-)}, still denoted by {~n(-)}, such that ~n ____. ~ in CMf), where of course 
~(s) would be a function in C~(r) . Since rln must satisfy (4), we would have 

0 = r h(x)dx- r h(x)dx 
Jnn Jn 

fn £ ~nhdf + £~ £ (~ + ~~) ~~dr + o(£~). (56) 

From this expression, we would know, for any n, 

lr ~nhdf = 0. (57) 

Therefore, we would know from the limiting processes that 

lr ~hdf = 0, (58) 

would be valid for~(-); i.e.,~(-) would satisfy (20). 
From (54), we would have the inequality: 

0 2: fn lr { g(x, u) - ~~ ~~} ~ndf + £~8( 2 )J(~n(-)) + o(£~) . (59) 

Substituting (52) into the first term of the r.h .s. of (59) and using (56), we 
would immediately obtain 

(60) 

Divide both sides of (60) by f; and let n ____. oo, then we would get an inequality: 

o;::: o( 2 )J(~(-)) - .-\8(2) I(~(-)). 

This contradicts (53). The proof is thereby completed. 

Let us give an illustrative example. 

(61) 

• 
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EXAMPLE 3.1 Banichuk {1976) formulated a problem of maximum torsional 
rigidity as follows. Let the objective functional J(O; u) be defined by 

J(O;u)= l(-u)dx. (62) 

Look for a domain 0 that minimizes this objective functional, where the area of 
0 remains '7l' and u is the solution of the boundary value problem: 

Llu(x) = -1 

u(x) = 0 

(x E 0), 

(x Er). 
(63) 
(64) 

Banichuk showed that the optimal domain is a unit disk. Hereafter, let 0 be 
the unit disk with its center at the origin. If we introduce the polar coordinate 
(r, B), u is given by 

u = ~(1- r 2). 
4 

From {25) and {26), we see that p is the solution of 

u 

-1 

0 

(x E 0) , 
(x E f). 

(65) 

(66) 

(67) 

This is the same boundary value problem as for u. We see at once that p is 
explicitly given by 

(68) 

Let a sufficiently smooth function p be defined on r. Let a boundary variation 
on of 0 be given by bn = tp. In order that this variation be admissible {the area 
of domains remain '7l' ), p must satisfy 

ipdf = 0. (69) 

From {11} and {12), we see that the first variation 1J corresponding top is given 
as the solution of the boundary value problem: 

(x E 0), 

(x E f). 

In this case, constant>.=-~ satisfies {32); i.e., 

holds. 

1 
--->.=0 

4 
(x E f) 

(70) 

(71) 
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The second variation c5( 2) J of the objective functional, corresponding to p, is 
given by 

( 2) 1 1 2 1 1 a<jJ c5 J=-- p df+- -pdf. 
8 r 2 ran 

From {31}, we obtain 

o(2) I = ! r p2 dr. 
2 lr 

From these relations, we have 

o(2)J- )..o(2)I =! r a<P pdr. 
2 lr an 

Using {70) and {71), we observe that 

! r a<P p dr r a<P <P dr 
2 lr an lr an 

fni\7</J 1
2 

dx ~ 0. 

(72) 

(73) 

(74) 

(75) 

Here, \7 stands for the gradient operator. M ore specifically, \7 is defined by 

\7</J(x) = ( ::1' ::J . 
The equality in inequality {75) can occur only if \7 <P = 0 in n. That is, <jJ = 
const. should hold. In view of {71), this implies p = const . In order that {69) 
be valid, p should vanish. Hence, 

for any p that satisfies {69) and does not vanish. Thus, the unit disk n satisfies 
the sufficient conditions. 

4. Concluding remarks 

In this paper, a set of sufficient conditions for optimality in shape optimization 
problems is derived; to this end, a special class of domains is introduced. An 
illustrative example is given . Also a heuristic and intuitive method for deriving 
necessary conditions of shape optimization problems is surveyed. 

Recently, Koski and his colleague, Koski, Silvennoinen (1990), obtained 
numerical Pareto-optimum solutions for multiobjective optimization problems 
which appear with piston crowns of engines. Kacimov (1991) has treated a 
problem of optimal shapes of trenches using conformal mappings. In Section 2, 
we assumed the existence of the optimal shape (domain). In mathematics, this 
existence problem is mainly interesting. As to a existence problem, Chenais 
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(1975) introduced a class of domains in order to show the existence of an opti
mal domain in domain identification problems. The present author, Fujii (1988) 
studied an existence problem of an optimal domain in shape optimization prob
lems using Chenais' class of domains. However, this is not complete. Existence 
problems in shape optimization problems are very important and left to be 
solved. 

Key issues of shape optimization problems are numerical methods. Haslinger 
and Neittaanmaki (1988) have proposed numerical methods with finite element 
methods for solutions of boundary value problems. Go to and the present author, 
Goto, Fujii (1990) proposed a Newton method for numerical solutions of a shape 
optimization problem. 
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