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In this paper we are concerned with the time-dependent N a vier­
Stokes equations coupled with the heat equation under the Boussi­
nesq's approximation. We study the regularity of the strong solu­
tions and we consider an optimal control problem associated to these 
equations. The problem consists in minimizing a functional invol­
ving the turbulence within the flow, the control being the heat flux 
through the boundary of the domain occupied by the fluid . We prove 
existence of optimal controls and derive some first order optimality 
conditions. 

1. Introduction 

In this paper we consider three-dimensional incompressible flows described by 
the following system 

oil A - ( - " ) - " 1- 13-Ft-l/L...l.xY + y· Vx y+ VxP = + T m nT = n x ( o, T), 

OT A - '<7 n 7Jt - KL.l.xT+y·vxr = g In HT, (1.1) 

divxif = 0 m !Jy, il(O) = io in n, il = 0 on ~T = r X (O,T), 

r(O) = Oo m n, T = 0 on~~ ' OnT = u on ~}, 

•I This research was partially supported by Direccion General de Investigacion Cientifica 
y Tecnica (Madrid) 
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where T > 0 is given; D C IR3 is an open and bounded set, with a boundary r of 
class C2; ro u rl = r an<f ro n rl = 0; ~~ = ro X (0, T) and~}= rl X (0, T); 
v > 0 is the kinematic viscosity and "' > 0 is the thermal diffusion coefficient; y 
denotes the velocity of the flow and p the pressure; T is the temperature in the 
fluid; j E L2 ([0, T], L2(D) 3 ) are the body forces; g E L2(DT) is a heat source; 

u E L2(E}) is the heat flux through f1; io E Y0 and ea E L3 (D) are the initial 

velocity and temperature respectively; iJ E L00 (DT )3 (it is a constant in the 
classical Benard type problems). The space Yo is defined by 

(1.2) 

where div denotes the divergence operator. It is easy to check that Y and Yo 
are separable Hilbert spaces when they are endowed with the inner products 

(y, Z)y = (y, ZJ£2(0)3 + a(y, Z) 
and 

respectively, with 

3 

a(y,Z) = ~l 'Vyj.(x)'Vzj(x)dx 'Vy,iE H 1(D)3
. (1.3) 

In ( 1.1), y is the state and u is the control. The issue is to minimize the 
turbulence within the flow. A measure of the turbulence can be given by the 
norm of the vorticity V x x y 

(1.4) 

REMARK 1 The P(D)-regularity assumed for e0 will be used in Lemma 1 to 
deduce L8 ([0, T], L4(D))-regularity of the temperature function T. 

Before formulating the control problem properly, we need to analyze the 
system (1.1), which will be done in §2. In §3, we formulate the control problem, 
prove existence of a solution and derive the conditions for optimality. 

The issue of controlling the turbulence of two-dimensional flows was first 
studied by Abergel and Temam (1990); Abergel and Casas (1993) considered 
the stationary case corresponding to three-dimensional flows; and Casas (1993A) 
studied the control by the body forces of three-dimensional flows governed by the 
evolution N a vier-Stokes equations. The methods to treat the evolution problems 
are different from those used for the stationary case. For time-dependent two­
dimensional flows the state equations are well posed, they have a unique strong 
solution, and consequently it is not difficult to derive the optimality conditions. 
For three-dimensional flows, there is no existence of strong solutions, in general, 
and it is necessary to carefully formulate the control problem to achieve the 
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analogous result. In the stationary case, in dimension two or three, we do not 
have uniqueness of a solution. Two different techniques have been developed to 
overcome this difficulty: the first is due to Gunzburger et al. (1991) and the 
second is used in Abergel and Casas (1993). See also Casas (1993A). 

There are some other. papers dealing with the optimal control of Navier­
Stokes equations, see, for instance, Fattorini and Sritharan (1993A), (1993B), 
Sritharan (1991), (1992). 

2. Analysis of the state equation 

In order to prove the existence of a solution of (1.1) in some suitable space, the 
following weak formulation for the velocity and temperature is usually suggested 

Find yE L2 ([0, T], Y0 ) and rE L2 ([0, T], To) such that 

! (y(t), ,J;)£2(0)3 + va(y(t), ,J;) + b(y(t), y(t), ,J;) 

= ({(t) + iJ(t)r(t), ,j;)£2(0)3 V,j; E Yo, t E (0, T), 

! (r(t), ()£2(0) + Jwo(Vr, V()+ bo(y(t), r(t), () 

= (g(t),()£2(0) + (u(t),()£2(I;}) V( E To, t E (O,T), 

y(O) = io, r(O) = Oo, 

(2.1) 

where Y0 and a are given by (1.2) and (1.3), respectively; 

To= {( E H 1(rt) : (\r0 = 0}; (2.2) 

a0 : H 1(rt) x H 1(rt)---> ff\11, ao((l, (2) = l V(1 · V(2dx; (2.4) 

b0 : H 1(0)3 x H 1(rt) x H 1(rt)---> ff\11, bo(i,(1,(2) = L (i· V(1)(2dx.(2.5) 

The integral in (2 .3) is well defined if il, i 3 E L4 (0)3 and i 2 E H 1 (0)3 or 
if i 1 E L4 (0)3 , i 2 E W 1•4(rt)3 and i 3 E L2(0)3 . Furthermore, by using the 
Holder's inequality, we get 

(2.6) 

and 

(2.7) 
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These relations prove that b can be considered as a continuous trilinear form in 
the spaces where the previous norms are finite. Another fundamental property 
of b is the following: for every y E L2 (0)3 satisfying div y = 0 in 0, we have 
that 

(2 .8) 

In particular we deduce that 

(2.9) 

On the other hand, it is clear that ao and bo are continuous bilinear and 
trilinear forms, respectively, in the spaces where they are defined. Moreover, 
analogously to (2 .8) and (2.9), we have that 

(2.10) 

and 

bo(y,(,() = 0 V( E H 1 (0) and 'VyE Ya. (2.11) 

We will say that (y, r) is a weak solution of (2.1) if yE L 2([0, T], Y0) n 
Cw( [O, T], L2(0)3 ); r E L2 ([0, T], To) n Cw( [O, T], L2(0)); they satisfy the dif­
ferential equations of (2.1) in the distribution sense and the initial conditions 
weakly in L2 (0)3 and L 2 (0), respectively; and the following energy inequalities 
hold 

and 

[[y(t) [[ E2(f1)3 + 2v it a(y(s), y(s)) ds :S llial li2(f1)3 

+2it ([(s) + i](s)r(s), y(s))£2(f1)3 ds Vt E [0, T] 

[[r(t) [[ i,2(f1) + 21\: it ao( r(s), r(s)) ds :S [[Bo[ [E2(f1) 

(2.12) 

+2it [(g(s), r(s))£2(f1) + (u(s), r(s))£2(E,)] ds Vt E [0, T ]. (2.13) 

The existence of a weak solution can be proved by using the methods of La­
dyzhenskaya (1969), Lions (1969) or Temam (1979); see also Foias et al. (1987). 
Once a solution of (2 .1) has been found, the existence of the pressure p E D'(Or) 
can be proved, in such a way that (y, r , p) is a solution of (1.1 ), satisfying the 
partial differential equations in the distribution sense, the boundary condition 
in the trace sense and the initial condition in the way above mentioned. The 
uniqueness of a weak solution is an open question so far. This leads us to in­
troduce a new class of solutions. We say that (Y, r) is a strong solution of (2.1) 
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if it is a weak solution and yE L8 ([0, T], L4(D)3 ). We say that (y, r,p) is a 
strong solution of ( 1.1) if it is a solution in the above sense and (y, r) is a strong 
solution of (2.1). It is well' known that (2.1) does not have more than one strong 
solution. Strong solutions satisfy the energy equalities instead of the inequali­
ties (2.12) and (2.13). So they seem to be physically more significant than weak 
solutions . Unfortunately there is no existence result of strong solutions. 

Now we state some regularity properties of strong solutions. First we intro­
duce some notation 

2 1 ( ) - { 2 ( ) . f)y 8
2 
y f)y 2 ( ) . . } H ' DT - y E L DT . J'l"> -~-- , ~ E L DT , 1 :S z, J :S 3 

ux; uX;Xj ut 

and 

}

1/2 
3 2 3 2 2 

+ L 1 I :y I dxdt + L 1 I 88 
y .1 dxdt 

i=1 nT x, i,j = 1 nT x,xJ 

In Lions and Magenes (1968), Vol. 1, it is proved that every element of H 2•1(DT ), 
after a modification over a zero measure set, is a continuous function from [0, T] 
to H 1(D), so we can consider H 2•1(DT) C C([O, T], H 1(D)), moreover the inclu­
sion is continuous. 

THEOREM 1 Let us assume that (y, r,p) is a strong solution of system (1.1), 
then y E H 2•1(DT )3 n C([O, T], Yo); r E L2((0, T], H 1(D)) n C([O, T], L2(D)); 
p can be taken in L2 ([0, T], H 1(D)) and it is unique up to the addition of a 
distribution in ( 0, T). M ore over 

IIYIIH 2 • 1 (nT) 3 + llrll£2((o,T],H'(n)) + llrllc((o,T],£2(n)) 

:S TJ (llioiiYo + 11Jii£2((0,T),£2(n)3 ) + IIYIIL•([O,T],L•(n)') (2.14) 

IIBoiiL 2 (n) + llgiiL 2 (nT) + lluiiL2 (E}) + llfiiL=(nT)), 

where TJ : [0, +oo) --+ [0, +oo) is an increasing function depending only on n, 
/'C and v. 

The previous theorem is an immediate consequence of Theorem 2.1 and 
Corollary 2.1 of Casas (1993B). We have also the following result about diffe­
rentiability of mapping u -+ Yu 

THEOREM 2 If system (1.1) has a strong solution (Yo, ro,Po) for some element 

u 0 of £2(~}) and some io E Y0 and Bo E L2(D), then there exists an open 
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neighbourhood U of uo in L2 (:E~) such that system (1.1) has a strong solution 
(fk, ru,Pu) for every u E U. Moreover the mapping G : U --+ H 2,1(Dr)3 n 
C([O, T], Yo), defined by G(u) = Yu, is of class C 00

• Finally, if z = DG(u) · v, 
for some u E U and some v E L 2(:E}) , then z is the unique strong solution of 
the problem 

~~- v~xz -t (fk · \l x)z + (z · \l x)Yu + \l x1f = iJc m Dr, 

~; - X:~x( + Z ·'V xTu + Yu · \l x( = 0 in Dr, 

divxz=O in Dr , z(O)=O inn, z=O on :Er , 

((0) = 0 in n, ( = 0 on :E~, On(= V on :E~. 

(2.15) 

for some (r, 1r) E L2([0, T], H 1(D)) n C([O, T], L2(D)) x L2 ([0, T], H 1(D)), which 
is unique up to the addition of a distribution in (0, T). 

PROOF . Let us denote by 

the mapping given by 

F(y, u) = ( ~~ + vAy +By -l- frg,u, y(O)- Jo) , 
where A: Y0 --+ Y0 and B : Yo --+ Y0 are defined as follows 

(Ay, Z) = (y, ZJY0 and (By, Z) = b(y, y, Z), (2.16) 

and rg,u E L 2([0, T], To)nC([O, T], L 2(D)) is the unique solution of the equation 

01" A _ 'r7 . ,.-., 
7ft-X:D.xr+y· vxr=g m HT, 

(2.17) 

r(O) = 00 in n, r = 0 on :E~, OnT = u on :E~ . 

It is obvious that A and B are continuous. Moreover, for every yE H 2 (D) 3 n 
Yo we have 

3 

(Ay,Z)=- { ~y · zdx=-L-J~YjZjdx V'zEYo 
Jn j=l n 

and, with (2 .7), 

I (By, Z) I ~ Cli\YI\L4(0)3 1\YI\w~,4(n)'l\iliL 2 (n)3 

~ C21\YI\Yo I\YI\H2 (n)' l\ill£2(n)'· (2.18) 
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Thus we have that Ay, ByE L 2([0, T], L2(0)3) for every yE H 2•1(0)3 n Y0 . 

Also it is immediate to check that F is of class coo and 

~~ (y, u) · i'= ( ~~ + vAi' + B'(Y)i'- p(, i'(o)) , 

where 

(B'(il)i', ~) = b(y, i', ~) + b(i', y, ~) V~ E Yo, (2.19) 

and ( E L 2 ([0, T], To) n C([O, T], L 2(0)) is the unique solution of the equation 

{ 
~(t -x:~x(+y·Y'x(+i'·Y'xr=O in OT, 
u (2.20) 

r(O) = 0 in n, T = 0 on I:~, OnT = 0 on I:}. 

By using Lemma 2 proved below we deduce that ~~ (yo, uo) is an isomor-
. y 

phism from H 2•1(0T )3 n C([O, T], Y0) onto L2 ([0, T], L2(0)3 ) x Y0 . Moreover 
we have that F(y0 , u0 ) = (0, 0). Therefore we can make use of the implicit 
function theorem and obtain the existence of an open neighbourhood U of 
u 0 in L2(I:}) and a mapping G : U ----+ H 2•1(0T )3 n C([O, T], Y0) such that 
F(G(u),u) = (0,0) for every u E U. This means that Yu = G(u), together 
with some Tu E L 2 ([0, T], To) n C([O, T], L 2(0)) and Pu E L 2 ([0, T], H 1(0)), is a 
strong solution of (1.1) corresponding to the data u and ;j0 . Moreover G is also 
of class coo and 

~~(Yu,u) o DG(u) · v + ~~ (Yu,u) · v = (0,0) Vv E L2 (I:}). 

Then, setting i' = DG(u) · v, we deduce that i' satisfies together with some 
( E L 2 ([0, T], To) n C([O, T], L 2(0)) the system 

l 
~~ +vAi'+B'(Yu)i'=ik in OT, 

~; - X:~x( + Yu · \7( + z · Y'ru = 0 in OT 

divxi' = 0 in nT, i'(O) = 0, ((0) = 0, ( = 0 on I:~, On(= V on I:}, 

or equivalently 

i' E H 2•1(0)3 n C([O, T], Y0), ( E L 2 ([0, T], To) n C([O, T], L 2(0)) 

! (i'(t), ~)£2(0)' + v(i'(t), ~)y0 + b(fiu(t), i'(t), ~) 
+b(i'(t), fiu(t), ~) = (p(t)((t), ~)£2(0)' V~ E Yo, t E (0, T), 

~; -X:~x(+fiu ·Y'( +i' ·Y'ru =O in OT 

i(O) = 0, ((0) = 0, ( = 0 on I:~, On(= v on I:}, 
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which implies that (z, ()satisfies (2.15); see Temam (1979) , pp. 267-269 for the 
existence of the pressure p E L2([0 , T], H 1(0.)) allowing to pass from the above 
system to (2.15). • 

LEMMA 1 Given yE C((O, T], Yo), the problem 

OT A - 'r1 , I> Bt-Kuxr+y·vxr=g zn HT, 
(2.21) 

r(O) = Bo in 0., r = 0 on E~, Onr = u on E}, 

has a unique solution rE C([O, T], L2(0.)) n L2 ((0, T], To) n L8 ([0, T], L4(0.)). 

PROOF. The existence and uniqueness of a solution in C([O, T], L2(0.)) n 
L2([0, T], To) is standard . Let us prove the L8 ((0, T], L4(0.))-regularity. First 
note that the trace mapping 1 : W 1•312(0.) ---> L2 (r) is continuous, Necas 
(1967). Then 

( E W 1•312 (0.)---> { u(x, t)((x)dCT(x) lr, 
is a continuous mapping for almost all t E (0, T). Then we can take functions 
J; E L2 ((0, T], L3 (0.)), 0 ~ i :S 3, such that for every ( E W 1

•
312 (0.) 

3 1 u(x, t)((x)dCT(x) = 1 fo(x, t)((x) +I: 1 J;(x, t)ax;((x)dx , 
r, n i=l n 

and 

3 

I: llf;IIL 2 ((o,TJ,L 3 (n)) :S 4lluii£2(E~); 
i=O 

see, for instance, Adams (1975). Therefore the following identity holds 

i( r(t) , ()£2(!1) + Kao( r(t), () + bo(y(t) , r(t), () 
dt 

3 

= J (g(t) + fo(t))(dx +I: 1 J;(t)8x;(dx 
n i=l n 

for every ( E To. 
Now we can apply the method of Ladyzenskaya, Solonnikov and Ural'ceva 

(1968), pp. 194-201, with() = 2/3, r3 = 4/3, q3 = 2, r4 = 1, q4 = 3/2, r = 8 
and q = 4 to deduce the desired regularity. • 
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LEMMA 2 For every i 0 E Y0 and f E L2(flT )3 there exists a unique solution 
i E H 2•1(fl) 3 n C([O, T], Y0) and ( E L2 ([0, T ], To) n C([O, T], L2(fl)) of the system 

~z + vAi+ B' (ilu)i = f + !k in flT, 
ut . 

~~ - Kf1x( + flu · \7 ( + Z · \7 Tu = 0 in flT 
(2.22) 

divxi = 0 in flT, z(O) = zo, 

((0) = 0, ( = 0 on :E~, On(= 0 on :E}. 

Moreover the solution depends continuously on([, i 0 ) E £ 2([0, T ], L2(fl) 3) x Yo. 

PROOF. We are going to obtain some a priori estimates, which is the diffi­
cult part of the proof. To conclude the proof it is enough to make the usual 
discretization of the space and to pass to the limit with the help of the a pri­
ori estimates; see Casas (1993B) for a detailed exposition corresponding to the 
time-dependent N a vier-Stokes equations. 

Let us begin by multiplying the first partial differential equation of (2 .22) 
by i 

~ :
1

11 z(t) II J.,(n)' + v i i Z11 ~o + (B'(ifu(t))i(t), i(t) ) 

= ([(t) + f](t)((t), z(t))L2(fl)'. 

From (2.19), (2 .9), (2.6) and the inequality 

see Temam (1979), we deduce 

I(B'(ifu(t))i(t), z(t)) l:::; lb(ifu(t), z(t), i(t)) l + lb(i(t), ilu(t), i(t)) l 

:::; Cl ll ifu(t)II Ya lli(t) ll i.cnp:::; C2 11 z(t) ll i!o~np ll z(t) 11 Va 2 

:S C311i(t)lli2(n)' + ~lli(t)llh· 

Using this inequality in (2.23), we obtain 

~ :t lli(t) IIJ.,(n)' + ~v l li(t)ll~o 

(2 .23) 

(2.24) 

1 2 ~ 2 ~2 2 
:::; (C3 + 2) 11 z(t) IIL,(n)' + ll f(t) lbcn)' + II,B IIL=(nr) ' ll((t) IIP (n)· (2.25) 
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On the other hand, multiplying the second equation of (2.22) by ( and taking 
into account (2.11) and (2.10) we get 

~ ~ ll((t)IIJ.,(o) + ~~:ll((t)II~~(O) 

= -l z(t)\7 xTu(t)((t)dx = l z(t)\7 x((t)ru(t)dx. (2.26) 

Now, using Holder's inequality and (2 .24), we have 

ll i(t)\7 x((t)ru(t~dxl :S lli(t)IIL•co>llru(t)IIL•co>IIC(t)IIH~(o) 

:S C411Z(t)lli•co)llru(t)lli•co) + ~IIC(t)ll~a(o) 

:S C511i(t)ll~~o)lli(t)11Va2 llru(t)III•(o) + ~IIC(t)ll~~(o) 

:S C611i(t)lll,co)llru(t)lli•co) + illi(t)llt + ~ll((t)llk~(o)· 

Combining this inequality with (2 .26) we obtain 

1 d ( 12 K ( 2 2 dt IIC t) 1£2(0) + 2IIC t)IIH~(o) 

:S C6lli(t)III,(o)llru(t)lli•co) + illi(t)ll~a· 

Adding (2.25) and (2.27) we get 

(2.27) 

~! {11z(t)lll,co>3 + IIC(t)lll,co>} + ~llz(t)llt + ~IIC(t)111-~co> :s 11/(t)lll,co>3 

By reference to Tu E L8 ([0, T], L4(0)), see Lemma 1, and Gronwall's lemma, 
(2.28) leads to 

lliliL=([O,T],£2(0)3) + IICIIL=([O,T],£2(0)3) 

:S Cs (11Jli£2([0,T],£2(0)3) + lli'oll£2(0)3) · 

Integrating (2.28) in [0, T] and using (2.29), it comes 

(2.29) 

llili£2((0,T],Yo) + IICII£2((0,T],T0 ) :S Cg (11Jii£2([0,T],£2(0)3) + lli'oli£2(0)3) (2.30) 

Finally, the H 2•1(0)-regularity of z is a consequence of Theorem 2.1 of Casas 
(1993B). The uniqueness is proved as usual. • 
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3. Study of the control problem 

As mentioned in § 1, our aim is to control the turbulence within the flow by acting 
on the body forces. Now the question is how to formulate mathematically this 
control problem. Are we going to consider strong or weak solutions of (1.1)?. 
Though we can formulate a control problem in the same way as in Abergel and 
Temam (1990) and we can prove the existence of a solution for this problem, we 
do not know how to derive the optimality conditions satisfied by this optimal 
control. In Abergel and Temam (1990) the authors considered two-dimensional 
flows, therefore every weak solution was also a strong solution. By using the 
results stated in the previous section, we can obtain the conditions for optimality 
for a reasonable control problem assuming that the optimal state is a strong 
solution of (1.1). Thus we need to formulate a problem such that every optimal 
control has associated a strong solution of (1.1). This is achieved by modifying 
slightly the functional used in Abergel and Temam (1990) : we consider the cost 
functional 

J(u, iJ) = ~ ( ( r.,v X X Y'l 2dx)
3 

dt + N ( r lul 2dO"dt, 
6 la ln 2 la lr, 

where \7 x x y is the vorticity within the flow given by (1.4). 
Then the optimal control problem is formulated in the following way 

(P) { 

Minimize J ( u, iJ), 

(u,iJ) E J( x H 2•1(0.T)3 satisfying (1.1) together with some (r,p), 

with ( r, p) E C([O, T], L2(0.)) n L2 ([0, T], H 1(0.)) x L2 ([0, T], H 1(0.)), and J( c 
L2 (~}) being nonempty, convex and closed. 

The first term of the cost functional gives a measure of the turbulence in 
the flow through the norm of the vorticity in the space L6 ([0, T], L2(0.)3). The 
reason of this choice is that any weak solution of (1.1) verifying J(u, iJ) < +oo is 
a strong solution, which reduces the admissible states of (P) to strong solutions 
of (1.1). The following proposition proves this claim. 

PROPOSITION 1 Let (y, r, p) be a weak solution of (1.1) verifying J( u, iJ) < +oo, 
then it is a strong solution. Moreover 

IIY'IIL•([a,T],£1(0)3) ~ M, (3.1) 

for some constant M depending on J(u, iJ) and lluii£2(Ej.)· 

PROOF. We first note that 

(3.2) 

it is enough to make an integration by parts, using that z = 0 on ~T and 
div z = 0. Then the inequality J( u, iJ) < +oo implies that yE L6 ([0, T], Ya). On 
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the other hand, since (if, T1 p) is a weak solution, we have if E L00 ([0, T], L2(!:1)3). 
Therefore, from (2.24) we obtain that 

which implies that 

llifll~•([o,T] ,L•(n)3) :S C~ IIY1I l•([o,T],Yo) < + oo. 

Finally, (3.1) follows from this inequality and (3.2). • 
Now we study the existence of a solution of (P). The convexity of J is 

essential in the proof of existence. For other optimal control problems of N a vier­
Stokes equations with nonconvex cost functionals, some relaxation is necessary 
to state existence of solutions; see Fattorini and Sritharan (1993B). 

THEOREM 3 Let us assume that the following two hypotheses hold: 

1. There exists a feasible pair ( u, if) E f{ x H 2•1 (OT )3 satisfying (1.1) together 
with some (T,p) E L2([0, T], H1(rl))nC([O, T], L2(!:1)) x L2([0, T], H 1(!:1)). 

2. Either N > 0 or]{ is bounded in L2p:}). 
Then there exists at least one optimal solution (uo, ifo) of (P). 

PROOF . Let {(uk, ifk)}k=l C K x H 2•1(!:1T )3 be a minimizing sequence of (P). 
The existence of such a sequence is a consequence of the first hypothesis. The 
second one implies that { uk}k=l is a bounded sequence in P(~} ). Then we 
can take a subsequence, denoted in the same way, such that Uk ----+ ua weakly in 
L2 (~}) . Moreover, noting that]{ is closed and convex, we deduce that u0 E K. 

On the other hand, due to Proposition 1, we know that {ifdk'=l is bounded 
in L8( [0 , T], L 4(!:1)3). Then Theorem 1 states that {ifk}k=l is bounded in the 
space H 2·1(r2T)3 n C( [O,T],Y0). Therefore we can assume, by taking a sub­
sequence if necessary, that ifk ----+ ifo weakly in H 2•1 (OT )3 , with ifo also be­
longing to C([O, T], Ya). Using the compactness of the inclusion H 2·1(!:1T )3 C 
L2([0, T], L2(!:1)3) and noting that H 2•1(!:1T) C C([O, T], H 1(rl)), the inclusion 
being continuous, it is easy to pass to the limit in the system of equations sa­
tisfied by ( Uk, ifk) and some ( Tk, Pk) and to conclude that ( ua, ifo) also satisfies 
( 1.1) for some ( T, p). Hence ( u 0 , iJo) is a feasible pair for Problem (P). 

Finally, the convexity of J allows to deduce that (u0, ifo) is a solution of (P) 
arguing as follows 

J(u0,ifo) :S liminfJ(uk,ifk) = inf(P). 
k-++oo • 

Our last theorem states the optimality conditions satisfied by the solutions 
(uo, ifo) of (P). 
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THEOREM 4 Let us assume that ( uo, Yo) is a solution of (P) and To and p0 

are the temperature and the pressure, respectively, corresponding to the velocity 
y0 . Then there exist two unique eleme"'nts tpo E H 2•1(0r )3 n C((O, T], Yo) and 
'l/Jo E C((O, T], L 2(0)) n L 2 ((0, T], H 1(0)) and a function 1ro E L 2 ((0, T], H 1(0)), 
unique up to the addition of a distribution in (0, T), such that the following 
system is satisfied 

aifo /::;. - ( ,.. V ) - V f- j3 0 at -V xYO + Yo . X Yo + xPo = + To zn T, 

8ro A _ ,.., 

8t- Ku.xTo + Yo · VxTo = g zn HT, 

divxvo = 0 in Or, Yo(O) = io in 0, Yo = 0 on L;T, 

To(O) = Bo in 0, To= 0 on I;~, OnTo= Uo on I;}; 

Otpo A - ( - n ) - (n - )T - n - Tt - v u.x<po - Yo · v x <po + v x Yo <po + v x 1ro 

= ToVx'l/Jo + IIVx X voll'bcnp(Vx X (Vx X Yo)] in Or, 

O'l/Jo A o/, - n o/, /3--- Tt - Ku.x 'f/0 - Yo · v x 'f/O = <po zn 

divxtpo = 0 in Or, tpo(T) = 0 in 0, tpo = 0 on L;T, 

'l/Jo(T) = 0 in 0, 'l/Jo = 0 on I;~, 8n'l/Jo = 0 on I;}; 

{T { ('l/Jo + Nu0)(u- uo) dO'dt ~ 0 VuE K. 
Jo Jr, 

(3.3) 

(3.4) 

(3.5) 

PROOF. From Theorem 2 we deduce the existence of an open neighbourhood U 
of u0 in L 2 (I;}) such that (1.1) has a unique strong solution for every u E U. 
Moreover, the mapping G: U---+ H 2 •1 (0r)3 nC((O, T], Y0), given by G(u) = fh, 
is of class c=. 

Let us define I: U---+ IR by I(u) = J(u, G(u)). It is immediate that u0 is a 
solution of the optimization problem 

{
Minimize I(u), 

uEUnK. 

Since [(is convex and U is a neighbourhood of u 0 , for every u E [( we can find 
a number fu > 0, depending on u, such that u, = uo + c(u- uo) E U n ]{for 
all f E (0, fu]· Therefore, noting that I is of class C 00

, which follows easily from 
the chain rule, we obtain that 

I '( ) ( ) _ 1. I(uo + c(u- uo))- I(u 0 ) u0 · u- uo - 1m 
f'\.0 f 

(3.6) 



618 E. CASAS 

= lim I(u,)- I(uo) > 0 VuE I<. 
<'\.0 f -

Let us compute the derivate I'(uo) · v for any element v E U. Putting 
i = DG ( uo) · v, then, from Theorem 2, we have that i satisfies: 

~~- v6.xi + (Y,. · V' x)i + (i ·V' x)Yu +V' xPv = f}( in OT, 

~; - K6.x( + Yu. Y'x( + Z · Y'xru = 0 in nT, 

divxi = 0 in OT, i(O) = 0 in 0, i = 0 on L:T, 

((0) = 0 in n, ( = 0 on :r:~, On(= V on :r:} . 

(3.7) 

for some Pv E L2 ([0, T], H1(0)) and ( E L2 ([0, T], H 1(0)) n C([O, T], L2(0)) . 
By using the chain rule we deduce that 

I'(uo) · v = ~~ (uo, Yo) · v + ~~(uo, Yo) o DG(uo) · v 

{)J ( - ) {)J ( - ) -= au Uo l Yo . V + ay Uo l Yo . z 

= N { u0 (x, t)v(x, t)drrdt (3.8) 
J~i-

+ 1T (fni'Vx X Yoi 2dx) 
2 (in (Y'x X Yo) · (Y'x X i)dx) dt 

= N { u0 (x, t)v(x, t)drrdt 
J~i-

+ 1T (fniiY'x X Yoll12(f1)3[Y'x X (Y'x X Yo)]· z) dxdt. 

Since y0 E H 2 •1 (0)3 , it follows easily that the right hand side of evolu­
tion equation (3.4) belongs to L2 ([0, T], L2(0)3

) . Then we deduce from Casas 
(1993B), Theorem 2.1, with w = e = Yo, the existence of a unique <Po E 
H 2 •1(0T )3 n C([O, T], Yo) satisfying (3.4) for some r 0 E P([O, T], H 1 (0)) n 
C([O, T], L2(0)) and some 7ro E L2 ([0, T], H 1(0)), unique up to the addition 
of a distribution in (0, T).' Using now (3.4) and (3.7) and integrating by parts, 
we obtain from (3.8) that 

I'(uo). V = N r uavdrrdt- ( r ro'Vx'l/;o . idxdt 
J~}. Jo Jn 
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= N { UoVd(]"dt + lT { z·"ilxro'lj;adxdt 
J}]!r a ln 

Finally, the expression obtained for I'(uo) · v, combined with (3.6), implies 
(3.5). 
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