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Resulting from application of the Bittner operational calculus 
the definition of a generalized linear dynamic differential system is 
presented. For the system the problem of synthesis of the optimal 
regulator with the quadratic performance index is solved. 

1. Preliminaries 

The Bittner operational calculus, Bittner (1974) is referred to as a system 

(1) 

where L0 and £ 1 are linear spaces over the same field r of scalars such that 
£ 1 C L 0 . The linear operationS : £1__. L 0 (denoted asS E L(£1 ,£0 )), called 
the (abstract) derivative, is a surjection. Moreover, a nonempty set Q is the set 
of indices q for the operations Tq E L(L0 , £ 1) such that STqJ = f, f E £ 0 , called 
integrals and for the operations sq E L(£1, £ 1 ) such that sqx = x-TqSx, x E £ 1 , 

called limit conditions . The kernel of S, i.e. the set KerS := {c E £1 :Se = 0}, 
is called the space of constants for the derivative S. 

2. The matrix operational calculus 

In this paper we will assume that the operational calculus (1) is given after 
Wysocki (1994), in which: 

a) L 0 is a real commutative algebra with unity e and £ 1 is its subalgebra 
b) the derivative S satisfies the Leibniz condition 

S(x · y) = Sx · y + x · Sy, x, yE L 1 
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c) the limit conditions s9 , q E QC Q (where Q has at least one element) are 
multiplicative, i.e. 

- 1 s9 (x · y) = s9 x · s9 y, q E Q, x, yE L . 

The mapping IJ~ E L(L0 , J{ erS) described by the formula 

IJ~f := (T90 - T9,)f = s9,T9of, qo,q1 E Q , f E L0 

is called operation of definite integration . It is easy to verify that the Leibniz­
Newton formula 

19'5x=R9'x xEL1 (2) go qo ' 

holds, where the operation R~~ E L(L1, J{ erS) is described by the formula 

R~~x := (s9, - s90 )x, qo , q1 E Q, x E L1 . (3) 

Let M atmxn(Z) denote the set of all matrices with m rows and n columns 
with elements belonging to the set Z. In the sets Matmxn(Lk),k = 0,1, we 
define the usual operations of addition of matrices and multiplication of matrix 
by a number. Then the sets Ma·tmxn(Lk),k = 0,1, Matmxn(KerS) are real 
linear spaces such that 

Malm xn (KerS) C Matm xn(L 1) C Maim xn (L0 ) . 

For the elements X E Matmxr(Lk), Y E Matrxn(Lk), k = 0,1 we define the 
product X ·Y as the usual matrix multiplication. Then the sets M atn xn ( Lk), k = 
0, 1, are real algebras with unity E := [Dij · e]nxn, where D;j denotes the Kro­
necker symbol. 

Let 

SX := [Sx;j]mxn , T9 F := [Tqf;j]m xn , s9X := [s9 x;j]m xn , (4) 

where F := [f;j) E Matmxn (L0 ) , X:= [x;j] E Matmxn(L 1), q E Q. 
It is not difficult to notice that the operations (4) are linear. Moreover , using the 
definitions of matrix operations and the properties of the operational calculus, 
it is easy to prove the following relations: 

SC=O, s9C=C, q EQ, CEMatmxn(KerS) (5) 
A A AA A A A 1 A 1 

S (X · Y) = SX · Y +X · SY; X E Matmxr(L), YE Matrxn(L ) (6) 

(the Leibniz formula) 
A A A A -A • 1 A 1 

s9 (X · Y) = s9X · s9Y, q E Q, X E Malmxr(L ) , YE Matrxn(L ) (7) 

(the multiplication condition) 

ST9F = F, sqX = X - T9SX, q E Q, FE Matmxn(L0 ), (8) 
A 1 

X E Maimxn(L ) . 
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It is obvious that M atnxn(/{ erS) is the subalgebra of algebras M atnxn(Lk), k = 
0, 1. Moreover, E EM atnxn(KerS). 

Let lnv(Z) denote the set of invertible elements in an algebra Z. If X E 
Inv(Matnxn(L1)), then sgX E Inv(Matnxn(KerS)),q E Q and 

'-1 ' -1 -sq(X ) = (sgX) , q E Q 

s(x- 1 ) = -x- 1 . sx. x~ 1 . 

(9) 

(10) 

Assume that there exists a solution X E Inv(M atnxn (L1 )) of the abstract 
matrix differential equation 

where A E Matnxn(L0 ) is a given matrix. 
Let 

FM(A) := {X E lnv(Matnxn(L1)): SX = AX} . 

THEOREM 1. The differential equation (11) with the limit condition 

Sq0 X = Xo , qo E Q, Xo E Matnxn(KerS) 

has a unique solution in the set F M(A). 

(11) 

Each element X E F M(A) is called fundamental matrix of the equation 
(11). 

An element X E F M(A) which is the solution of the problem 

SX = AX, Sq0 X = E, qo E Q 

is called normalized fundamental matrix of the equation ( 11) (corresponding to 
qo) and denoted as <i>qJA). 

Let 

L~ := Matr x1(Lk), k = 0,1, (KerS)r := Matrx1(KerS). 

THEOREM 2. If A EM atn xn(L0 ), B E M atn xm(L0 ), u E L:;, are given and for 
a certain q0 E Q the element <i>qo (A) exists, then the abstract vector-matrix 
differential equation 

S x = Ax + Bu , x E L;, 

with the limit condition 

S q0 x = Xo , xo E (K erS)n 
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has the unique solution defined by the Cauchy formula 

where ~;J01 (A) := [~q0 (A))- 1 . 

THEOREM 3. If A1, A2, FE M atnxn(L0 ) are given and for a certain qo E Q the 
elements ~qo (AI), ~qo (A~) exist, then the abstract matrix differential equation 

with the limit condition 

has the unique solution defined by the Cauchy formula 

X= ~q0 (Al) · Xo · ~~o(.J~) + 
+~q0 (Al) · Tq0 {~q01 (Al) · F · [~;)/(A~W} · ~~0 (A~), 

where the symbol "t" denotes the transposition and ~~o (A~) := [~qo(.A~)p . 

3. The generalized dynamic system 

Let us consider all real systems whose dynamics, after taking the suitable models 
of the operational calculus, is described by the dependences 

Sx = Ax + .Bu. , u. E L~ , x E L~ (12) 

(13) 

. , o' o ' o ' where the matnces A E Maln xn (L ),BE Matnxm(L ),C E Matrxn(L ),DE 
M atrxm(L0 ) are given. 

Model (12),(13) of these systems will be called generalized ((m, n, r)-dimen­
sional) linear dynamic differential system with compensating constants. The 
given element u will be called input signal (control) of the system (12),(13), 
whereas the elements x and fi will be called state (the state variable) and output 
signal (response) of the system, respectively. The abstract differential equation 
(12) will be called the equation of state and the equation (13)- the equation of 
output of the generalized dynamic system. 
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4. The optimal regulator 

The generalized dynamic system in which the control is a function of state, i.e. 

u = h(x) (14) 

will be called closed system (Fig. la). If the control is a function of limit state 
Sq0 X = xa E (KerS)n, i.e. 

u = h(xa) , (15) 

then the generalized dynamic system will be called open system (Fig. 1 b). 
The mapping h : L~ ---> L~ describing the dependences (14),(15) will be 

called regulator. 
Let L :J La be a Mikusiriski space. It is a real linear partially ordered space 

in which the order is introduced by a cone J{ C L satisfying suitable conditions, 
Bittner (1974). The elements of the cone J{ are called non-negative elements. 
Let Ka := K n La and Ka f. 0. Moreover, let there be given a function of 
control ii 

J(u) = g(x, u) (16) 

with values in L 0 , where x is a .solution of the state equation (12). 

a) 
regulator 

c u= h(x) 

system 

b) 
regulator system 

4 u = h(xa) f---u------.!·1 Sx = .Ax + .Bu ~ 
'-------" 

Fig.1 The block scheme of control 
a) in the closed system b) in the open system 

The function (16) will be called index of performance. 
Assume that 

V 1\ [ J(u) - J(u*) E K 0 ] . (17) 
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From (17) it follows that J( u*) is the least element in the set of values of the 
performance index (16). 

The element u* satisfying the condition (17) will be called optimal control. 
The problem of establishing the dependence 

u* = h*(x) or u* = h*(x 0 ) 

will be called synthesis of the optimal regulator. 

5. The synthesis of the optimal regulator 

It is easy to notice that 

[ (x, yE K) !\ (x + y = 0)] ==> [ x = y = 0] . 

Suppose also that L is a commutative algebra (with unity e) such that 

( x E L ) ==> ( x 2 E ]{ ) 

[ (x EL)!\ (x 2 = 0)] ==> [ x = 0] 

[ (x E K) !\(yE lnv(K))] ==> [ x +yE lnv(K)] , 

where Inv(K) := K n Inv(L) . 
The elements of the set lnv(K) will be called positive elements. 

Using (18)-(20) it is easy to verify that the mapping 

(-I·) : Ln X Ln --+ L 

given by the formula 

n 

(xi:Y) := xt · :Y = L x; · y; 
i=l 

has the following properties: 
(i .1) (x1 + x2I:Y) = (x1I:Y) + (x21Y) 
(i.2) (axi:Y) = a(x i:Y) 
(i.3) (xi:Y) = (:Yix) 
(i.4) (xlx) E K, [ (xlx) = o l ==> [ x = o] , 
where x1,x2,x,y E Ln := Matnxl(L),a E R1. 

(18) 

(19) 

(20) 

(21) 

(22) 

The mapping (22) satisfying the conditions (i.1 )- (i.4) is called inner product 
in Ln (see Wysocki, 1989). 

Further we shall assume that the operation I$~, qo, q1 E Q has the following 
properties: 

(23) 
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I$~ (Inv(K 0 )) C Inv(K0 ) 

[ (x E K 0 ) 1\ (I$~x = 0)] ~ [ x = 0] . 

From (23) and (25) it follows that 

(x!Yh := 13~ (xi:Y) = 13~ (xt · :Y) , x, yE L~ 

is the inner product in L~ (see Mieloszyk, 1987). 
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(24) 

(25) 

Consider the problem of synthesis of the optimal regulator for the perfor­
mance index given by the formula 

(26) 

~ 0 ~ 0 ~ 

where ME Matnxn(L ),NE Matmxm(L ),PE Matnxn(KerS) are given 
symmetric matrices such that 

1\ ( xt Mx E K 0 ) 

XEL~ 

1\ (ut fluE Inv(K 0 )) 

uEL~ \{0} 

1\ ( et Pc E K 0 ) . 

cE (KerS)n 

(27) 

(28) 

(29) 

The matrices M and P satisfying the conditions (27) and (29) will be called 
non-negatively defined matrices in L;, and (I{ erS)n, respectively. The matrix 
N satisfying the condition (28) will be called positively defined in L~. 

CoROLLARY 1. sq, ( xt Px) E ]{0 for each x E L~ . 

PROOF. As sq,xt = (sq,x)t, so from multiplicativity of the operation sq, and 
from the property (5) it follows that 

sq, (xt Px) = (sq, x)t · P · sq, x . 

Moreover, sq, x E (K erS)n. Hence and from (29) we obtain the statement .• 

CoROLLARY 2. NE Inv(Matmxm(L0 )) . 

PROOF. From the condition (28) it follows that 

meaning the existence of fl- 1 .• 
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CoROLLARY 3. If u EL~\ {0}, then J(u) E Inv(I\ 0 ). 

PROOF. This property follows from the conditions (27),(28),(21),(24) and from 
Corollary 1. • 

LEMMA 1. If the matrices A E Matnxn(L0 ) , B E Matn xm(L0 ) , R E 
M atn x n ( £1) are given, then for the elements u E L~, x E L~ satisfying the 
equation 

Sx = A.x + i3u (30) 

the equality 

iJ'R l [ u 
. ... . .. . .. .. ... 

SR+AtR+ RA x 
] 1- R::c•'Rx) = o (311 

holds. 

PROOF. From the Leibniz formula (6) we have 

I%~ S(i:t Rx) = rg~ (Sxt . Rx + xt SR . x + xt RSx) . 

Because 

sxt = (Sx)t = xt_At +-ut f3t , 

what follows from (30), so 

I%~ S(xt Rx) = Ig~ {( xt_At +ut f3t)Rx + xt SR. x + xt R(Ax + Bu)} . (32) 

From the Leibniz-Newton formula (2) it follows that 

Ig~s(xt Rx) - R~~(xtRx) = o. 
Hence and from (32) we obtain the expanded form of the formula (31) .• 

The abstract matrix differential equation 

SR = - A1 R - RA+ Ri3f.r- 1 f3t R - M 

will be called Riccati equation. 
Assume that the equation (33) with the limit condition 

Sq,R = p 

has a unique solution. 

(33) 

(34) 

CoROLLARY 4. The solution R of the problem (33),(34) is a symmetric matrix. 
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PROOF . It is easy to notice that the matrix iJff-tiJt is symmetric. Therefore 
from (33) we obtain 

(SR) 1 = SR1 = -A1 flt- flt A.+ flt .Bff-1 .fJt flt- M. (35) 

Moreover, 

(36) 

From (35) and (36) it follows that matrices R and flt are the solutions of the 
same differential equation (33) with the same limit condition (34). From the 
uniqueness of the solution of that problem it follows that R = flt . • 

THEOREM 4 . Assume that the generalized dynamic system with th e state equa­
tion 

Sx = A.x + .Bu 
and the limit condition 

Sq0 X = io , qo E Q, io E (I<erS)n 

is given. There exists the uniquely defined optimal control u* represented by the 
formula: 
- in the closed system 

(37) 

ifu* EL:;_.\ {0}. 
- in the open system 

u* = -fl- liJtfl~q0 (A-iJfl- 1 iJ1 R)xa, (38) 

if q0 E Q, u* EL:;.,\ {0} and the element ~q0 (A - iJfl - 1 iJt R) exists, where R 
is the solution of the Riccati equation (33) with the limit condition (34). 
Moreover, 

J(u*) = sq0 (i 1Rx), if qo E Q 

J(u*) = xtsqoR. Xo ) if qo E Q. 

(39) 

(40) 

PROOF. Suppose that u E L:;., \ {0}. Representing the performance index (26) 
in the vector-matrix form and availing of Lemma 1 we obtain 

-~ ·]) + sq, (x1 .Px)+ 
X • 
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On the basis of the multiplicativity of Sq 1 , the formulas (3),(5) and 

Sq,R = p, SR+ AtR+ RA+ M= .RiJfl-1iJt.R 

we obtain 

H. WYSOCKI 

Using Corollary 4 it is not difficult to verify that the last equality takes the form 

J(u) = Ig~ [(u + fl- 1 iJt Rx)t N(u + fl- 1 iJt Rx)] + sq0 (xt Rx) . 

If u + fl- 1 iJt Rx E L:;., \ {0}, then the first addend of that expression is the 
positive element, what follows from (28) and (24). Therefore the condition (17) 
will be satisfied for u* E L:;., \ {0} such that 

( 41) 

From Corollary 3 we have J(u*) E Inv(K 0 ). The element J(u*) has the form 
(41) if and only if the optimal control in the closed system is represented by the 
formula 

( 42) 

Assume that q0 E Q. Then 

]( -*) - t Ro -u = x 0 sq0 · xa , 

as the operation Sqo is multiplicative, Sqo xt = ( Sqo x)t and Sqo X = Xo. Putting 
the element ( 42) into the equation Sx = Ax + Bu we obtain the optimal state 
equation 

Sx =(A- iJfl- 1iJt.R)x. 

Assume that there exists the normalized fundamental matrix 
~qo(A- iJfl- 1 iJt R). Then on the basis of Theorem 2 we get 

0 0 0 0 1 ot 0 

x* = <I>q0 (A- BN- B R)xo . 

Putting x* into ( 42) we obtain the form (38) of the optimal control in the open 
system .• 
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The index of performance corresponding to the generalized dynamic system 
with the state equation 

Sx = Ax + Bu 

and the output equation 

iJ = Cx 
is determined by the formula 

where the matrix F E M atrxr(L0 ) is non-negatively defined in L~ and N, Pare 
matrices defined as previously. This performance index takes the form (26) if 
we admit M:= (;t Pc. 

6. The explicit form of solution of the Riccati equation 

A. In the case when M= 6, i.e. when the performance index (26) is represented 
by the formula 

J(u) = IJ~(utffu) + sq,(xtPx) 

we are able to obtain the solution of the Riccati equation in an explicit form. 
For M = 6 the matrix R is the solution of the problem 

( 43) 

( 44) 

Assume that RE Inv(Matnxn(L 1 )).Then PE Inv(Matnxn(I<erS)).Moreover, 
from ( 43) we obtain 

-A- 1sk. R,-1 = R,-1 A_t + .A_R,-1 _ J3fl-1 J3t . 

Because sk-1 = -k- 1SR · k-1, so 

sk- 1 = R,-1 A_t + .AA- 1 _ J3fl-1 J3t . (45) 

We also have 

R"-1-p" -1 
Sq, - (46) 

what follows from (9). Applying Theorem 3 we obtain the solution A- 1 =if of 
the problem (45),(46). Hence R = if- 1 . 

CoROLLARY 5 ( cfTh.3 Bittner, 1974) . If A= 6, then fc- 1 = P-1- Tq, (J3fl - l J3t). 
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B. The abstract differential equations 

Sx = A.x- iJfl- 1 f3t1f; 

S,jj = -Mx- A.t,jj , x, 1f EL~ 

H. WVSOCKI 

( 47) 

will be called canonical Hamilton equations corresponding to the generalized 
dynamic system with the state equation (12) and the performance index (26) . 
In the vector-matrix notation the system ( 4 7) takes the form 

s [ : l [ A. -i3fl-1f3t H; l ........ 

-M ·-.At 

Let 

[ ~u <1>12 

1 
<i>q, (G)= 

<1>21 <1>22 

be the normalized fundamental matrix corresponding to the matrix 

G=[ A 
-M 

( 48) 

Therefore S<i>g,(G) = G<i>g,(G) and 

Sq,<i>ij = 8;jE J i,j = 1,2. (49) 

THEOREM 5. If <i>u + <i> 12P E Inv(Matnxn(L 1 )), then the matrix 

' ' ' ' ' ' ' - 1 
R := (<1> 21 + <I>22P)(<I>u + <I>12P) (50) 

is the solution of the Riccati equation (33) with the limit condition (34). 

PROOF. As the operation sq, is multiplicative then from the properties (5) ,(9) 
and (49) we obtain sg,R = P, i .e. the limit condition (34). 

Define X,\}; E Matnxn(L 1 ) as follows: 

X := <i>u + <i>12P , \}; := <i>21 + <i>22P · 

Therefore 

[: ] [ Ep; l :;, = <i> q, (G) · .. 
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and 

Hence 

sx = A.x- iJf.r-1 iJtfit 
sfit = -MX- A.tfit . 

As R = fit X.- 1 , so from the last equalities we obtain 

sk = sw. x- 1 + wsx-1 = sw. x- 1 - wx-1sx. x- 1 = 
= (-M x- A.tfit)x-1- fitx- 1(Ax- iJf.r-1 iJtfit)x-1 = 
= -M-Atf1-RA+ki3f.r-1f3tf1 

21 

what means that the matrix R, defined by the formula (50), is the solution of 
the Riccati equation (33) . • 

7. Examples 

A. Let 

and 

s := :t ) Tq := /t ) Sq := lt=q ) 

where q E Q := [to, tk] C R 1 

With the usual multiplication of functions, the spaces L 0 , L1 are commutative 
algebras with unity e = {1}, the derivativeS satisfies the Leibniz condition and 
the operations sq are multiplicative. 
With the cone 

f{ := {f E L 0 : f(t) 2': 0, t E Q} 

and the modulus 

lfl := {lf(t)l} , f = {f(t)} E L 0 

L := L 0 is the Mikusiriski space. 
In the considered model of the operational calculus the equation (12) is the state 
equation of a no.nstationary dynamic system with compensating constants, i.e . 

x'(t) = A(t)x(t) + B(t)u(t) . 
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The performance index (26) (for q0 = t0, q1 = tk) takes the form 

The formulated classical problem of synthesis of the optimal regulator can be 
solved by means of the Pontryagin maximum principle or the Bellman dynamic 
programming. In Kalman, Falb, Arbib (1969) that problem has been solved by 
elementary methods using the linearity of the system and the elementary prop­
erties of quadratic forms . The solution described in this work has been obtained 
in an elementary way by reference to the operational calculus in algebras and 
the basic properties of partially ordered spaces. Moreover, the obtained general 
method can be used in other models of the operational calculus. 

B. Consider the generalized dynamic system 

with the limit conditions 

where y E £ 2 :={yE £1 : Sy E £1}, 11 E £ 0 , ea, c1 E KerS, qo E Q. 
Admitting 

Xl := y ' X2 := Sy 

the problem (51),(52) can be represented in the vector-matrix form 

Sx = Ax + Bu , y = Cx , Sq0 x = io , 

where 

, C = [e, 0] , xa = [ eo ] 
Cl 

and e is a unity in an algebra £ 0 . 

The non-homogeneous differential Euler equation of second order 

with initial conditions 

y(l) =do , y(l) = d1 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

can be reduced into the form (54) if we consider an operational calculus in which 
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and 

dy t f(T) 
Sy := {t dt}, Tq! := {Jq -T-dT}, SqY := {y(q)}, 

where f = {f(t)} E La, y = {y(-t)} E L1, q E Q := [1, 2). 
Then the initial conditions (57) determine the limit conditions (52) with 
qa = 1. Namely, 

ea= {do}, c1 = {dl}. 

Assume that the algebras L 0 , L1 and the Mikusinski space L are defined as 
in Example A . Then the derivative S satisfies the Leibniz condition and the 
operations sq are multiplicative. 

Let us consider the problem of synthesis of the optimal regulator for the 
problem (56),(57) with the index of performance 

(58) 

Taking into consideration the matrix representation (54),(55) of this problem 
and the form of integrals Tq we have here qo = 1, q1 = 2 and 

It is not difficult to check that 

<i>2(G) = <i>(t) = 

1 

0 

0 

0 

is the normalized matrix, i.e. 

ln.!. 
2 

1 

0 

0 

d , '' ' ' 
t-<I>(t) = G<I>(t), <1>(2) = E, 

dt 

lln3.!. _lln2.!. 
6 2 2 2 

lln2 .!. -ln l 
2 2 2 

1 

-ln.!. 
2 

0 

1 

where G is the matrix of the form ( 48) corresponding to our problem. Moreover, 
<!> 11 + <l> 12P is a non-singular matrix in the interval [1, 2). Therefore from the 
formula (50) we have 

' 3 [ R= 3 
3 -ln i 

1 

-ln i 
-ln..!. ] . 2 
l 2 t . 
n 2 
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Using the formula (37) we obtain 

• 3 t 2 t 
u = (x1ln- - x2ln - ) 

3- ln3 ! 2 2 ' 
2 

i.e . the optimal control depended on the state vector x. Taking into considera­
tion the form of the derivative S and the formulas (53) we have 

3 t . 2 t 
u* = (y In - - ty In -) . 

3- In3 ! 2 2 
2 

(59) 

Putting (59) into (56) we obtain the equation of optimal trajectory of the system 

3t ln2 ! 3ln! 
t2jj + (t + 32t )y- ~ t y = 0 

3 -In 2 3 -In 2 
(60) 

with initial conditions (57) . It is easy to prove that the function 

• t ( 3t) y = a1 In 2 - a2 6 +In 2 , 

where 

6d1 - 3do ln2 2 - d1 ln3 2 do + d1 In 2 
a 1 = 6 + 2ln3 2 ' a 2 = - 6 + 2ln3 2 ~ 

is the solution of the problem (60),(57). Putting this function and its derivative 
into (59) we obtain 

u* = -6a2ln ~ , 
2 

(61) 

i.e. the explicit form of the optimal control of the system (56),(57) minimizing 
the performance index (58). Using the formula ( 40) or putting directly the 
function (61) and y* (2) = -6a2 into the functional (58) we obtain 

C. Let a distributed parameters system be given the dynamics of which is de­
scribed by the partial differential equation 

OX ox -;:;- + ~ = u(z, t) . 
uz ut 

(62) 

Moreover, let 

(63) 
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Assume that we are to find such functions u*(z, t), x*(z, t), corresponding to the 
system (62),(63), for which the functional 

J[u(zo, to)] = 11 u2(zo- to + T, T)dT + x2(zo- to+ 1, 1) (64) 

attains its minimum at a given point (z0 , t 0 ) E R 1 x [0, 1]. 
This problem can be solved as the problem of synthesis of the optimal re­

gulator in a given point of the surface R 1 x [0, 1] if we consider the operational 
calculus with the derivative 

{ox ox} 
Sx := oz +at ' 

the integrals 

Tqf := {it f(z- t + T, T)dT} 

and the limit conditions 

SqX := {x(z-t+q,q)}, 

where 

f = {f(z, t)} E L 0 := C 1(R1 x [0, 1], R 1), 

x = {x(z, t)} E L1 := {x E L 0 : Sx E L0 }, q E Q := [0, 1] 

(see Bittner, Mieloszyk, 1982) Then with the usual multiplication of functions 
of two variables, the spaces L 0 , L1 are commutative algebras with unity. e = 
{ 1}, the derivative S satisfies the Leibniz condition and the operations sq are 
multiplicative. 
With the cone 

f{ := { f E C0 (R1 x (0, 1], R1): f(z, t) 2: 0, (z, t) E R1 x (0, 1]} 

and the modulus 

lf l := {lf(z, t)l}, f = {f(z, t)} E C0 (R1 x (0, 1], R1) 

L := C 0 (R1 x [0, 1], R 1) is the Mikusinski space such that L° CL. 
In the considered model of the operational calculus the system (62) takes the 
operational form Sx = u, y = x whence it follows that A= [0], B = [1], C = [1], 
whereas the Cauchy condition (63) determines the limit state of the system with 
qo = 0. Namely, 

(65) 
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For M= [0], f.l = [1], P = [1] and q1 = 1 the performance index (26) takes the 
form (64) in every point (z0 , t 0 ) E R1 x [0, 1]. 
Using Corollary 5 we have 

R- 1 = 1 - lt dr = 2 - t . 

Hence and from (37) we obtain the form of the optimal control in the closed 
system 

u* = --1-x(z t). 2- t ) 

Therefore the optimal state variable satisfies the partial equation 

ox ox 1 
oz + 8t = -2 -tx(z,t) 

and the Cauchy condition (63) which induces the limit condition (65). 
As 

<I> 90 (a) = exp[ ( a(z- t + r, r)dr] 
}qo 

(66) 

(67) 

is the normalized fundamental function corresponding to the function 
a= {a(z,t)} E L 0 , i.e. S<l> 90 (a) = a<I> 90 (a),s 90 <I>q0 (a) = 1 (see, Mieloszyk 1987), 
so from Theorem 2 the solution of the problem (67),(63) takes the form 

. 1t dr 2- t x = exp [- --]· <p(z- t) = --<p(z- t). 
0 2_-r 2 

Putting this function in (66) we obtain 

u* = -~<p(z- t), 
2 

i.e. the explicit form of the optimal control of the system (62),(63). 
Moreover, from ( 40) we get 

J[u*(zo, to)]= ~<p2 (zo- to), 

where (zo, to) E R 1 x [0, 1] is an arbitrary point. 

8. Conclusions 

The Bittner operational calculus has been applied to give an algebraic descrip­
tion of a group of problems known as the optimal regulator synthesis. In this 
approach we generalize the ideas from Kalman, Falb, Arbib (1969). This has 
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led to the solutions which cover some particular cases as Examples A and B, 
solvable in the classical way (cf Kalman, Falb, Arbib, 1969; Kwakernaak, Sivan, 
1972). Moreover, in a unified form we can cover some cases of the optimal 
regulator synthesis for systems described by partial differential equations (see 
Example C). 

References 

ANDREEV Yu.N. (1976) Control of finite dimensional systems; in Russian. 
Moskwa, N auka. 

ATHANS M., FALB P.L. (1969) Sterowanie optymalne (Optimal control; Pol­
ish translation). Warszawa, WNT. 

BITTNER R. (1974) Rachunek operator6w w przestrzeniach liniowych (Opera­
tional calculus in linear spaces; in Polish}. Warszawa, PWN. 

BITTNER R., MIELOSZYK E. (1 982) Application of the operational calculus to 
solving non-homogeneous linear partial differential equations of the first 
order with real coefficients. Zeszyty N aukowe Polit. Gdanskie], M atema­
tyka XII, 345 , pp . 33-45. 

BUDY R.S. (1967) Global theory of the Riccati equation, J. Comput. Syst. 
Sci., Vol. I, pp. 349-361. 

GoRECKI H., Fur<sA S., KoRYTKOWSKI A., MrTKOWSKI W. (1983) Sterowa­
nie optymalne w systemach liniowych z kwadratowym wskainikiem Jakosci 
(Optimal control of lin ear syst ems with quadratic index of performance; in 
Polish}. Warszawa, PWN. 

KACZOREK T. (1981) Teoria sterowania, T. 2 (Control theory, Vol. 2; in 
Polish}. Warszawa, PWN. 

KALMAN R.E., FALB P.L., ARBIB M. (1969) Topics in mathematical system 
theory. New York, McGraw-Hill, Inc. 

KWAKERNAAI< H., SIVAN R. (1972) Linear optimal control systems. New York 
-Toronto, John Wiley & Sons, Inc. 

MrELOSZYK E. (1 982) Example of partial differential equation of second order 
with positive eigenvalues, Zeszyty Naukowe Polit. Gdanskie], Matematyka 
XII, 345, pp. 47-51. 

MIELOSZYK E. ( 1 987) Operational calculus in algebras, Publicationes M athe­
maticae, 34, pp. 137-143. 

PRZEWORSKA-ROLEWICZ D. (1988) Algebraic analysis. Warszawa - Dord­
recht, PWN & D.Reidel Publ. Comp. 

WYSOCKI H. (1 983) Pr6ba ujycia liniowych uklad6w dynamicznych r6znicz­

kowych w rachunku operator6w (An attempt at application of opera­
tional calculus to linear differential dynamic systems; in Polish), Zeszyty 
Naukowe WSMW, 4, pp. 37-46. 

WYSOCKI H. (1989) On a generalization of the Hilbert space, Demonstratio 
Math., Vol. XXII, 1, pp. 1-19. 



28 H. WYSOCKl 

WYSOCKI H. (1994) A matrix operational calculus, Acta Math. Hungar., 64 

(3), pp. 285-303. 


	Bez nazwy

