
Control and Cybernetics 

vol. 24 (1995) No. 3 

An analytical method for solving a type of fuzzy 
optimization problems 

by 

Plamen Angelov 

Central Laboratory of BioMedical Engineering, 
Bulgarian Academy of Scienes, 

105, Acad. G. Bonchev Str., Sofia-1113, 
Bulgaria 

A new method for solving a type of fuzzy optimization problems 
is proposed . It concerns fuzzy optimization problems with crisp pa­
rameters and soft (flexible) constraints and objective(s) under certain 
additional conditions. For this special case of fuzzy mathematical 
programming (FMP) the necessary and sufficient conditions for an­
alytical solving the problem are formulated. A comparison between 
the results derived by this method and by the widely used Zimmer­
mann's method is presented. 

Keywords: Bellman-Zadeh's approach, fuzzy linear program­
ming, Zimmermann's method 

1. Introduction 

In formulating real optimization problems, it is usually difficult to state con­
straints and criteria exactly Dumitru, Luban (1986); Kacprzyk, Orlovski (1987); 
Verdegay (1984). The main reasons for this are impreciseness and vagueness 
of the data, subjectivity of criteria formulation etc. Negoita, Ralescu (1977); 
Negoita, Sularia (1976); Orlovski (1978); Rommelfanger (1993). One of the 
possible tools for coming to grips with such problems is fuzzy sets theory 
Yingjun Feng (1978); Zimmermann (1978;1985). Fuzzy mathematical program­
ming (FMP) was originally introduced by Tanaka, Okuda and Asai; Verdegay 
(1982) as a tool dealing with soft optimization problems when the objective(s) 
are determined as fuzzy sets and small violations of constraints are possible. 
This concept was extended to the case of multiobjective programming Chanas 
(1989); Hannan (1981); Kacprzyk (1983); Verdegay (1984); Yazenin (1987) , 
linear programming Deldago, Verdegay, Vila (1989); Streng (1975); Werners 
(1987), optimal control Angelov, Tzonkov (1993); Baldwin, Pilsworth (1982); 
Filev, Angelov (1992); Negoita, Minoiu, Stan (1976) . 
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The constraiuts ( equalities and non-equalities) and criteria in FMP problems 
are represented by their membership functions. A number of mathematical ex­
pressions are used: piece-wise linear Carlson, Korhonen (1986); Chanas (1992); 
Maleki, Mashinchi (1993), concave fractional Nakamura (1984); Rommelfanger, 
Hanusheck, Wolf (1989), exponential functions Sakawa, Zimmermann (1983), 
logistic functions Zimmermann (1979) etc. 

There exist various formulations and techniques for solving flexible pro­
gramming problems Luhandjula (1988); Negoita (1984); Oheigeartaigh (1982); 
Ramik (1987), nearly all of them are based on Bellman-Zadeh's concept Bellman, 
Zadeh (1970). In some particular cases mathematical programming problems 
with fuzzy parameters are also solved via Bellman-Zadeh's approach Ramik 
(1986); Rornmelfauger, Hanusheck, Wolf (1989); Tanaka, Asai (1984). Most of 
the authors treatiug FMP problems propose to transform them into non-fuzzy 
optimization problems which can be solved numerically (by simplex or gradient 
techniques). Recently, a special property of the solution of FMP problems un­
der certain conditions has been discussed Angelov (1993). The paper contains 
a comprehensive study of this property and some more detailed conclusions 
are made for fuzzy linear programming (FLP) problems. A simple illustrative 
example is presented. 

2. Problem statement 

FLP problem is formulated in the sense of flexible programming as follows Zim­
mermanu ( 1983): 

.J = C:1: =} rr!ax :J: E Rn ; .J E RP, C E Rpxn 

A:1::S;b A E Rqxn; bE RCJX\ 

where 
:r: vector of unknowns, 
p number of objectives, 
q number of inequalities , 
A, b, C crisp parameters, 
max fuzzy maximum, 
:S; fuzzy inequality. 

(1) 

(2) 

Fuzzy sets expressing the objective(s) and the constraints are represented 
by their membership functions uniquely: fl·i(x), i = 1, .. . ,p for objectives; 
auc:l fl')(:I:), j = 1, ... , q for constraints. Membership functions represent the 
acceptance of given values of unknowns. In FLP membership functions are 
piece wise linear. 

The problem is considered symmetrically as consisting of (p + q) - fuzzy con­
ditions represented by their membership functions. Fuzzy solution is determined 
as an intersection of all fuzzy sets (fuzzy objective(s) and fuzzy constraints): 

(3) 
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where 

p. D ( :x:) denotes decision membership functions 

In Bellrnan-Zadeh's approach the so called "rnin-operator" is applied as in­
tersection: 

p+q 
fl·D(:I:) = rnin{mr(x)} (4) 

r=l 

Deterministic solution (:x: 0 ) which is the final result of the problem solving 
is found in Bellrnan-Zadeh's approach by maximization of J-LD(x) on :x:: 

:1:
0 = maxi'·D(:x:) 

X 
(5) 

Negoita and Sularia (1!)76) and Zimmermann (1983) have proposed to trans­
form the problem (4)-(5) to a crisp MP problem: 

max A (6) 

A :S Jl·k(:x:) k = 1, ... ,p + 1J (7) 

(8) 

(9) 

where 

A= rnin~!i i'·k(:x:) 

This problem can be solved by simplex method in the case of piece-wise 
linear membership functions l'·k (:c), k = 1, ... , p + 1J or by a gradient method 
otherwise. However , the extremum may be a local one Zimmermann (1985) in 
the non-linear case. 

In general, crisp (deterministic) solution is determined by defuzzification 
Angelov (1!)!)4). In Bellman-Zadeh's approach "mean of maximum" method 
of defuzzification (5) is used. Interesting results have been reached Angelov 
(19!)3) when BADD defuzzification method Filev, Yager (19!)1) is applied for 
small scale probleins. For large scale problems these results are not so effective 
because of the discrete character of the BADD defuzzification method. 

The method proposed here applies "min-operator" and "mean of maximum" 
defuzzification method. It can be considered as a detailization of the Bellman­
Zadeh's approach for FLP under certain conditions. It treats the problem from 
a different point of view and allows to find solution directly (without transfor­
mation to a crisp optimization problem) and determines necessary and sufficient 
conditions for determination of the global extremum. 
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3. A new method for analytical solving of FLP problems 
in certain cases 

Solution of FMP problems possesses an important property which was described 
recently, Angelov, Kuncheva (1993). It is valid for all types FMP problems for 
which membership functions of fuzzy sets are such that for x 1 and x 2 (x 1 ERn; 

:r: 2 ERn; Jl·r(x: 2
) > J.Lr(x 1

)) it follows that cos'lj; > 0; 'lj; = (x 1:x 2 ; VJ.Lr(-;.; 1 )), 

where 

x1:x2 vector between points x 1 and x 2 , 

V Jl·r ('7r: 1 ) gradient vector of p-r( x). in point x 1 . 

This restriction is quite loose and, practically, almost all of the usually used 
types of membership functions (including piece wise linear) satisfy it. 

The following theorem gives both necessary and sufficient conditions for 
solving of this problem in certain cases: 

THEOREM 3.1 Let an F LP problem of the type ( 1 )- (2) be given which fuzzy 
sets ar-e defined by piece wise linear membership functions. Let the decision 

member-ship f1mction be defined as J.LD(x) = min~!i{J.Lr(x)}. Suppose that there 
exists x 0 such that: 

1. Jl·r. (x) = Jl·D(x 0 ) =constant rs E]1;p + q[ s = 1, . .. , n- 1 

2. 3 a convex combination such that 2:~:=,~ K r, V J.lrs (x 1 ) = 0 s = 1, ... , n - 1 
where Kr, ·- coefficients, such that Kr, ::::0: 0 for rs E]1;p + q[; s = 1, . .. , n- 1 
with at least one Kr, > 0 

Then J1·D(x 0
) =sup Jl·D(X). 

Proof Let us assume that there exists x*: 

(10) 

Then from the definition of the decision membership function it directly 
follows that Jl·r. (x*) > fl·D(x*); s = 1, ... , n- 1. 

or 

From statement 1) for x 0 it follows that J.LD(x 0
) = Jl·r , (x 0

); s = 1, ... ,n -1. 
Combining both conditions the following inequality holds: 

(11) 

Jl·r. (x:*) > Jl·r, (x 0
) s = 1, ... , n- 1 (12) 

From the definition of the membership functions it follows that 

cos(x0 :x*; VJ.Lr 8 (x 0 )) > 0; s = 1, ... ,n -1. 
The second condition of the theorem can be projected: 

n-1 

L KrsiiVP·rs(x 0 ))11 cos'lj; = 0 (13) 
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where 11 · 11 - denotes the norm of a vector 
The value of the norm of the gradient vector of JLr. (x) in the point x 0 is 

non-negative. It is equal to zero only in the case when x 0 = maxx JLrs (x ). 

However , this case directly rejects the assumption of existing of x* because of 
(12). Therefore the norm of the gradient vector is positive. 

From the second condition of the theorem (as a convex combination) Kr. ~ 
0; s = 1, ... , n- 1 with at least one Kr, =/= 0. 

Hence, the second condition of the theorem never holds for x* which satisfy 
(10). • 

Analyzing the theorem for special cases of FLP problems (for different di­
mensions of the vector of unknowns (n), the numbers of inequalities (q) and 
objectives (p)) more detail and practically useful results can be formulated: 

COROLLARY 3.1 If a FLP pr-oblem is given and the following equality holds: 

n=p+q-1 (14) 

Then the deterministic result (x 0 ) is found as the solution of a system of 
linear· equations. 

It gives the global extremum because the solution of a system of linear 
equations is unique Streng (1975). Membership functions are considered as 
linear and a normalization (0:::; JLs(X) :::; 1) is applied after reaching the solution 
of the system of equations. An example for the ca.Se of n = 1 is presented ,in 
Fig. 1. The coefficients of the membership functions should satisfy the second 
condition of the theorem. 

COROLLARY 3.2 If a FLP problem is given and the following inequality holds: 

n<p+q-1 (15) 

Then the deterministic result (x 0 ) is found as the solution of a system of 
linear· equations. 

The first condition of the theorem leads to the following system of linear 
equations: 

JL1(:r: 0)- JL2(x 0) 

JL2(x
0

) - JL3(x
0

) 

0 

0 

(16) 

(17) 

Taking various combinations of n equations out of (p + q- 1-n) equations a 
number of systems of linear equations are derived. They give the unique solution 
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X X 

Figure 1. Graphical representation of the deterministic result (x 0 ) at a FLP for 
n = 1 (Corollary 1). 

of every system. The final result is obtained after maximization of some partial 
results (the solutions of systems of linear equations): 

0 M 0 n 
:r: = maxa:v V= 1, ... 'M M= cp+q-l 

v=l 

where c;+q-l -denotes permutations of n between (p + q- 1) elements. 

4. Example 

Let us consider FLP problem of the type (1)-(2) where: 

2 0 0 5 4 0 27 
1 0 0 4 0 4 24 

A= 
0 2 4 0 0 1 

b= 
33 c = 1 3 0 6 4 0 5 I 5 0 0 6 5 3 26 

2 0 0 10 8 0 0 
0 0 0 10 8 0 1 

n = 6; p = 1; q = 6 

(18) 

Fuzzy sets are represented by the membership functions /1-l and p. 2 for the 
objectives and /1·3, ... , JI·B for the constraints respectively: 

/i = 100; i = 1, 2 
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fl·k = 

0 4 
37 3 
26 

(3 = 
5 

a= 
24 7 
0.5 0.5 
0 1 

'L-;=1 UkjXj < O:k 

O:k ::; _'L,;=1 akp;j ::; /h 
'L,j=1 akjXj > fJk 

k = 2, .. . ,5 

'L,;'= 1 arjXj < 0 

O: r ::; 'L-;=1 arjX j ::; flr 

'L-;~1 arjX j > flr 

.,. = 6, 7; 

369 

Allalogical crisp (non-fuzzy) problem is given as an example in Steuer (1986). 
This FLP problem call . be transformed by Zimmermann's approach to the 

following crisp LP problem: . 

max.\ (19) 

A ::; l'·i ·i = 1, .. . , 7 

Thell this problem call be solved numerically by the simplex method. The 
result is: 

-0.426471 
-4.3!)5221 
8.178309 
6.77!)412 

-8.143382 
2.665441 

, .\ = 0.882353 

The illitial problem can be solved easily using the theorem and especially 
Corollary 3.1. Then the following linear system of equations is derived: 

It becomes, aft er transformations: 

n 

A= 2....:: Cij:l;jj/i 

j=1 

(20) 
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ne0 = d (21) 

where _, eu C!2 G!3 G!4 G15 Gl6 0 A 

/h 0.21 0.22 0.23 0.24 0.25 0.26 0!2 +/h X1 

fh a.31 0.32 a.33 0.34 0.35 0.36 0!3 + !33 X2 

D= !34 a.41 (L42 0.43 0.44 0.45 0.46 ; d= 0!4 + !34 ; e = X3 

!35 0.51 0.52 0.53 0.54 0.55 0.56 0!5 + !35 X4 

-!36 a. 51 0.62 0.63 0.64 0.65 0.66 0!6 X5 

-!37 a.n (],72 0.73 0.74 0.75 0.76 0!7 X6 

The system of linear equations (22) can be solved directly and solution e0 is 
determined from: 

The solution is the same: 

-0.4264706 
-4.395221 
8.178309 
6. 779412 

-8.143382 
2.665441 

, A = 0.882353 

(22) 

This example illustrates the possibility to solve easily FLP problems which 
satisfy the conditions of the Theorem 3.1 and of Corollary 3.1. The result 
reached under these conditions is the same as this reached by other techniques. 
The main advantage is the analytical way for its determination. In certain 
cases (in linear fuzzy dynamic programming problems) the result (optimal con­
trol and optimal trajectory) can be determined analytically using the results 
presented here. It allows to design algorithms for on-line optimal control in 
fuzzy environment for linear systems. This case is under consideration. 

5. Conclusion 

An approach for analytical solving of certain cases of FMP problems is proposed 
and discussed. Both necessary and sufficient conditions for solving this problems 
have been derived. The initial problem is converted to a system of equations 
and the global extremurn is found for FLP under considered conditions. An 
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illustrative example is presented. An extension of the result to the case of LP 
problems with fuzzy parameters and to on-line fuzzy optimal control are under 
consideration. 

Acknowledgements 

This paper is partialy sponsored by the grant CC-338 with Bulgarian National 
Fund Scientific Investigations. 

References 

ANGELOV P . , (1993) A Parameterized Generalization of Fuzzy Mathemati­
cal Programming Problem, Proc. of the V IFSA World Congress, Seoul, 
Korea, 1, 612-615 

ANGELOV P., KUNCHEVA L . , (1993) About Analytical Solving Fuzzy Mathe­
matical Programming Problem, Intern . Conf. on Mathematical Methods 
& Scientific Computations MMSC'93 (S. Markov Ed.), Sozopol, Bulgaria, 
109-112 

ANGELOV P . , TZONKOV S., ( 1993) Optimal Control of Biotechnological Pro­
cesses Described by Fuzzy Sets, .Journal of Process Control, 3, No.3, 147-
152. 

ANGELOV P., ( 1994) A Generalized Approach to Fuzzy Optimization, Inter­
national .Jonrnal of Intelligent Systems, 9, No.4, 261-268. 

BALDWIN .J., PILSWORTH B ., (1982) Dynamic Programming for Fuzzy Sys­
tems with fi'uzzy Environment, .Journal of Mathematical Analysis and Ap­
plications, 85, 1-23. 

BELLMAN R., ZADEH L., (1970) Decision Making in a Fuzzy Environment, 
Management Science, 17, 141-160. 

CARLSON C., KORHONEN P., ( 1986) A Parametric Approach to Fuzzy Linear 
Programming, Fuzzy Sets & Systems, 20, 17-30. 

CHANAS S., (1989) Fuzzy Programming in Multiple Objective Linear Pro­
gramming: A Parametrical Approach, Fuzzy Sets & Systems, 29, 303-313. 

CHANAS S. , (1992) The use of Parametric Programming in Fuzzy Linear Pro­
gramming, Fuzzy Sets and Systems, 11, 243-251. 

DELGADO M. , VERDEGAY .J . , VILA M ., (1989) A General Model for Fuzzy 
Linear Programming, Fuzzy Sets & Systems, 29, 31-48. 

DUMITRU V ., LUBAN F ., (1986) On some Optimization Problems under Un­
certainty, Fuzzy Sets & Systems, 18, 257-272. 

FILE V D., ANGELOV P., (1992) Fuzzy Optimal Control, Fuzzy Sets & Sys­
tems, 48, 151-156. 

FILEV D., YAGER R., (1993) A Generalized Defuzzification Method via BAD 
Distributions, Intcmational .Journal of Intelligent Systems, 6, 687-697. 

HANNAN E., (1981) Linear Programming with Multiple Fuzzy Goals ,Fuzzy 
Sets & Systcrns,6, 235-248. 



372 P. ANGELOV 

KACPRZYK .J., (1983) A Generalization of Fuzzy Multistage Decision Making 
and Control via Linguistic Quantifiers, International .Journal of Control, 
38, 1249-1270. 

KACPRZYK .J, S. OnLOVSKI (Eos.), (1987) Optimization Models Using Fuzzy 
Sets and Possibility Theory, Dordrecht. 

LUHAND.JULA M., (1988) Fuzzy Optimization: An Appraisal, Fuzzy Sets €9 
Systems, 30, 257-282. 

MALEKI M.R., MASHINCHI M., (1993) An Algorithm for Solving a Fuzzy Lin­
ear Programming, Pmc. of V IFSA World Congress, Seoul, Korea, 4-
9.VII.1993, 1, 641-643. 

N AKAMURA K., ( 1984) Some Extensions of Fuzzy Linear Programming, Fuzzy 
Sets 8 Systems, 14, 211-219. 

NEGOITA C., ( 1984) The Current Interest in Fuzzy Optimization, Fuzzy Sets 
8 Systems, 6, 261-269. 

NEGOITA C., MINOIU S., STAN E., (1976) OnConsideringimprecisioninDy­
namic Linear Programming, Economic Computation and Economic Cyber­
netics St1tdies and Resear·ch, 3, 83-95. 

NEGOITA C., RALESCU D., ( 1 977) On Fuzzy Optimization, K ybernetes, No.6, 
193. 

NEGOITA C., SULAIUA M., (1976) On Fuzzy Mathematical Programming and 
Tolerances in Planning, Economic Comp1dation and Economic Cybernet­
ics St11.dies and Research, 3, 3-15. 

OHEIGEARTAIGH M., (1982) A Fuzzy Transportation algorithm, F1tzzy Sets 8 
Systems, 8, 235-243. 

ORLOVSKI S., (1978) Decision Making with a Fuzzy Preference Relation, Htzzy 
Sets fj Systems, 1, 155-167. 

RAMIK .J., (1986) Extension Principle in Fuzzy Optimization, F1tzzy Sets 8 
Systems, 19, 2D-35. 

RAMIK .J., (1D87) A Unified Approach to Fuzzy Optimization, Proc. of the II 
IFSA WoTld Congress, Tokyo, .Japan, 1, 29-35. 

ROMMELFANGER H., (1993) Fuzzy Mathematical Programming-Modelling of 
Vague Data by Fuzzy Sets and Solution Procedures, in: Modelling Uncer­
tain Data (H. Bandemer Ed. ), Mathematical Research, 68, Berlin, Akad. 
Verlag, 142-152. 

ROMMELFANGER H., HANUSHECK R., WOLF .J., (1989) Linear Programming 
with Fuzzy Objectves, F1tzzy Sets 8 Systems, 29, 31-48. 

SAKAWA M., (1D83) Interactive Computer Programs for Fuzzy Linear Pro­
gramming with Multiple Objectives, Intern. .lo1tmal on Man-Machine 
St1tdies, 18, 489-503. 

STEUER. R., (1D86) Multiple Criteria Optimization: Theory, Computation 
and Application, .John Willey & Sons, N.Y. 

STRENG G., (1D75) Line_jna_ja Algebra i ejo prirnenen~ja, Moscow, Nauka, in 
Russian 



Analyticul method for fuzzy optimizatio n 373 

TAN AKA H., ASAI K., ( 1984) Fuzzy Linear Programming Problems with Fuzzy 
Numbers, Fuzzy Sets 8 Systems, 13, 1-10. 

VERDEGAY .J., (1982) Fuzzy Mathematical Programming, in: M. Gupta, E. 
Sanchez Eds., Fuzzy Information and Decision Process, Amsterdam, 231-
237. 

VERDEGAY .J., (1984) A dual Approach to solve the Fuzzy Linear Program­
ming Problems, Fuzzy Sets & Systems, 14, 131. 

WERNEil.S B., (1987) Interactive Multiobjective Programming Subject to F lex­
ible Constraints, European .l01trnal on Operations Research, 31, 342-347. 

YAZENIN A., (1987) Fuzzy and Stochastic Programming, Fuzzy Sets & Sys­
tems, 22, 171-180. 

YING.JUN FENG, ( 1987) A new Model of Programming Problems, Proc . of the 
1I IFSA WoTld Congress, Tokyo, Japan, 1, 131-134. 

ZIMMERMANN H.-.J., (1978) Fuzzy Programming and Linear Programming 
with several Objective Functions, Htzzy Sets & Systems, 1, 45-55. 

ZIMMERMANN H.-.J., (1983) Fuzzy Mathematical Programming, Computers 8 
Opemtions Resear-ch, 10, 291-298. 

ZIMMERMANN H.-.J., (1985) Fuzzy Sets- Theory and its Application, Kluwer 
Academic Publishers, Dordrecht. 

ZIMMERMANN H.-.J., ZYSNO P., (1993) Latent Connectives in Human Deci­
sion Making, Fuzzy Sets & Systems, 3, 37-51. 




	Bez nazwy

