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Abstract: This article provides an overview of the audit pro­
cess along with the belief-function approach to audit decisions. In 
particular, the article highlights the advantages of using belief fune­
tions for representing uncertainties in audit evidence and discusses 
the audit risk model of the Ameriean Institute of Certified Public: 
Accountants as a plausibility model. Also, the article discusses the 
use of belief funct ions to represent the strength of audit evidence un­
der various situations: positive evidence, negative evidenee, mixed 
evidence, evidence bearing on one variable, and evidence bearing on 
more thau one variable with the same or different lcvd of support. 
The article discusses the process of audit planning and evaluatiou 
under belief functions in a eomplcx sitnation with all the interde­
pendeneies among the audit evidence, and among the assertions and 
related ar:counts. Fiually, the artiele discusses how c:onsideri11g the 
network structme of audit evidence and integrating statistical and 
non-statistical items of evidence objectively will lead to an efficient 
andit. 
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1. Introduction 

The main pmpose of this article is to provide an overview of the audit process 
along with a bclief-fuuction approach to a udit decisions. In particular, I plan to 
discuss the following: (1) the a udit planning model (i. e., the audit risk model) 
of the American Institute of Certified Public Accountants (AICPA, Hl8::l) and 
its interpretation as a plausibility model in belief functions , (2) representation 

1 T he author would like to thank C. Joseph Coate and T heoclore J. Mock for their insightful 
comments. 
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of the strength of audit evidence in terms of belief functions, (3) audit planning 
and evaluation in a complex situation with all the interdepcndcncics among the 
audit evidence, and among the accounts and their relevant assertions, and ( 4) 
the importance of formally integrating statistical and non-statistical items of 
evidence using belief functions. I will assume readers to have a basic under­
standing of the Dcmpstcr-Shafer theory of belief functions (Shafcr , 1976, see 
also, Yagcr, Kacprzyk, and Fcdrizzi, 1994) . 

In essence, an audit is the proccss2 of collecting, evaluating, and 1aggrcgating 
evidence pertaining to the audit engagement. The items of evidence collected 
by the auditor invariably have uncertainties associated with them. Tradition­
ally, both practitioners and researchers have used probabilitics3 to represent 
such uncertainties and have used combination rules based on probability the­
ory for aggregating them (sec, e.g., AICPA, 1981, 1983, Boritz, 1990, Boritz 
and Jcnscn, 1980, Boritz and Wcnsley, 1990). Some researchers have proposed 
using Baycs' theorem to combine these uncertainties (sec, e.g., Kinncy, 1984, 
Hl89, Lcslic, 1984, Scnnctti, 1990). However , there arc limitations with the 
probability framework in representing uncertainties encountered by auditors as 
discussed by Shafcr and Srivastava (1990, sec also Akrcsh, Loebbcckc and Scott, 
1988). I will discuss how using belief functions for representing uncertainties in 
the audit evidence helps overcome these limitations (sec, e.g., Srivastava and 
Shafcr, 1992, and Srivastava, 1993). 

It is evident from the auditing literature that the audit evidence forms a 
network with variables being the accounts in the financial statements, audit 
objcctivcs4 of the accounts , and the financial statements as a whole (e.g., sec 

2 There are several types of audits: financial statements audit, compliance a udit , income 
tax a udit, operational audit, and assertion a udit . In principle, they are all the same; they all 
involve collect ion, evaluation, and aggregation of evidence to form a n opinion. However, the 
nature of evidence may differ from one type of audit to another. In this article, I will focus 
on the audit of financia l statements (see, e.g., Arens and Loebbecke, 1996, for details on the 
definitions of various types of audit). 

3 Most frequently, in practice, a linguistic scale such as h·igh, m.ed·i·um., or low has been used 
to meas ure the level of risk associated with various risk components. 

4 Financial Statements consist of a set of four statements in the USA: balance sheet, income 
statement, statement of cash flows , and statement of retained earnings. The balance sheet 
represents the account balances of the assets, liabilities, and the owner's equity of the company 
at the end of a fiscal period. The income statement presents the revenue, cost of goods sold , 
administrative expenses, taxes, and the net income of the company for the period. The other 
two statements are related to the ba lance sheet and income statement . 

It is implied that, through the financial statements, the management is m a king certain as­
sertions about the assets, liabilities, revenues, and expenses of the company. These assert ions 
a re known as "Management Assertions" . Statement on Auditing Standards No. 31 (AICPA, 
1980) classifies them into five categories: 'Existence or Occurrence', 'Completeness', 'Rights 
and Obligation', 'Valuation or Allocation ', 'Presentation and Disclosure' (see, e.g., Arens & 
Loebbecke, 1996, for details). In order to facilitate accumulation of evidence to d etermine 
whether each management assertion is met, the AICPA has developed its own set of objec­
tives called audit objectives, e.g., Existence, Completeness, Rights and Obligation , Accuracy, 
Classification, Cutoff, Realizable-Value, Detail Tie-in, and Presentation and Disclosure. These 
objectives are closely related to the management assertions. For example, the audit objec-
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Arens and Loebbecke, 1996, and Srivastava, Dutta and Johns, 1996). The net­
work structure occurs because certain items of evidence support more than one 
account or audit objective. For example, confirmations of accounts receivable 
from customers provide support to two audit objectives: 'Existence' and 'Valu­
ation'. Furthermore, if we express uncertainties in the audit evidence by belief 
functions, then combining various items of evidence is essentially a problem of 
propagating beliefs in a network (see, e.g., Shenoy and Shafer, 1988, 1990, Sri­
vastava, 1995a, 1995b ). Also, one might expect in a network structure that an 
item of evidence supporting more than one variable could provide a different 
level of support for each variable. This situation is quite common in auditing 
(Srivastava, Dutta, and Johns, 1996). We nee'd to convert these assessments of 
beliefs on individual variables to beliefs on the joint space of the variables in 
order to (1) combine all the evidence in the network, and (2) preserve the inter­
dependencies among the evidence. However, the conversion process can become 
quite complex depending on the number of variables involved and the nature 
of the individual support, whether it is positive or negative (see, e.g., Dubois 
and Pradc, 1986, 1987, 1992, and 1994). I will describe a heuristic algorithm 
developed5 by Srivastava and Coggcr (1995) to convert such individual beliefs 
into beliefs on the joint space for a fully dependent case. Also, I will show 
how to combine audit evidence in a network of variables and discuss how such 
an approach would affect the efficiency and effectiveness of an audit using the 
computer program AUDITOR'S ASSISTANT developed by Shafer, Shenoy and 
Srivastava (1988). 

We know that the auditor collects both statistical and non-statistical items 
of evidence on every engagement. An example of statistical evidence is the pro­
cedure to determine the value of inventory using a statistical sampling technique 
(sec, e.g., Arcns and Locbbcckc , 1981, and Bailey, 1981). Currently, an auditor 
uses an intuitive approach to combine such jtcms of evidence. The problem with 
such an approach is that the auditor is not able to properly take advantage of 
the strength of evidence that may be non-statistical in nature to save on the 
extent of work done for statistical tests. I will describe how such items of ev­
idence can be formally combined using the approach developed by Srivastava 
and Shafcr (1994). Also, I will discuss how such an approach should lead to an 

tives Existence, Completeness, and Rights and Obligation, respectively, correspond to the 
management assertions Existence or Occurrence, Completeness, Rights and Obligation. The 
audit objectives Accuracy, Classification, Detail Tie-in, and Realizable-Value relate to the 
'Valuation' assertion because they all deal with the valuation of the account balance. 

5 Determining beliefs on the joint space of the variables from the beliefs on the individ­
ual variables is similar to determining the joint probability distribution from the marginal 
prooabilities. In general, the solution is not unique. It depends on the assumed relationship 
between the two sources of beliefs. This relationship may vary from fully dependent to fully 
independent sit uations . In our case, since the two sets of beliefs are coming from the same 
evidence, we must treat them to be fully dependent. The approach of Srivastava and Cog­
ger (1995) provides the joint beliefs for such a situation which is a unique solution for fully 
dependent case. 
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efficient audit. 
The remaining part of the article is divided into seven sections and an ap­

pendix. Section 2 provides the belief-function plansibility interpretation of the 
audit risk model of the American Institute of Certified Accountants. Section 3 
deals with representing the strength of evidence using belief functions. Section 
4 deals with the planning and evaluation of an audit with the network strue­
ture of evidence. Section 0 discusses how statistical items of evidence can be 
combined with non-statistical items of evidence using belief functions and how 
this process would result in an efficient audit. Section 6 provides a summary of 
other works not discussed elsewhere in the article that deal with applications of 
belief functions to audit decisions. Section 7 provides a summary and conclusion 
of the article and also lis ts some of the potential research problems. Finally, 
Appendix describes Srivastava and Cogger's (1090) algorithm. 

2. The AICPA planning model: a plausibility model 

As mentioned earlier, the essence of a financial audit is to accumulate suffi­
cient evidence related to the financial statements in order to express an opinion 
whether the financial statements present fairly the financial position of the com­
pany in accordance with GAAP (Generally Accepted Accounting Principles). 
In principle, if all the management a..'isertions of all the accounts are met, that 
is, if all the audit objectives of all the accounts arc met (sec Footnote 2 for 
management assertions and audit objeetives) then the financial statements are 
fairly stated. In order to faci litate accumula tion of evidence, the AICPA has 
developed an audit planning model known a..'i the audit risk model through SAS 
30 and SAS 47 (AICPA 1081, 1083) . This model is used primarily to decide 
how much evidence to gather in an andit for a particular account for a given 
assertion. The model is usually expressed as: 

AR = IR.CR.DR (1) 

where 
AR - Audit risk: The risk that the anditor is willing to accept that the financial 

statements may be rnaterially misstated when he or she has given a clean 
( uuq ualified) opinion after the audit. 

I R - Inherent risk: The auditor's assessment of t he likelihood that the aecount 
may be materially misstated dnc to inherent factors withont considering 
t he effects of intem al controls. 

C R - Coutrol risk: The risk that internal controls fail to detect and correct 
material errors given that such errors exist in the account. 

DR -· Detection risk: The risk that the auditor's detection procedures (test of 
details of balances and analytical procedures) fail to detect material errors 
in the account given that such errors exist and controls failed to deteet 
and eorrect t hem. 
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The risks in the above model arc usually considered at each account or 
transaction stream level for planning the audit. In fact, the present thinking 
is that these risks should be assessed at each audit objective or management 
assertion level (see, e.g., AICPA, 1988, and Arens and Loebbecke, 1996). 

The auditor first makes a judgment about AR based on the users of the 
financial statements and the type of client, whether a private company or a 
public company. Next he or she assesses the inherent and control risks. Of 
course, the auditor collects relevant items of evidence to make the assessments 
of these risks. The assessed values of IR and CR arc then used to determine 
DR for a desired level of AR. This value of DR, in turn, determines the extent 
of testing to be performed for the account balance. Actually, DR is further 
divided into two components: D R = AP R.T DR. AP R represents the risk that 
the auditor's analytical procedures will fail to detect material misstatements in 
the account given that such errors exist and control procedures have failed to 
detect and correct them. Similarly, T DR is the risk that the auditor's tests 
of details of balance will fail to detect material misstatements in the account 
given that such errors exist, internal control procedures have failed to detect 
and correct them, and the analytical procedures have also failed to detect them. 

The multiplicative structure of the audit risk model makes intuitive sense. 
The auditor will fail to detect material errors in an account and give a clean 
opinion when all of the following conditions arc met: (1) material misstatements 
do exist in the account (1 ~ IR > 0), (2) internal controls fail to detect and 
correct such errors (1 ~ CR > 0), (3) the auditor's analytical procedures fail to 
detect them (1 ~ AP R > 0), and ( 4) the auditor's tests of details fail to detect 
them (1 ~ TDR > 0). 

Although the profession has been using the above model for planning an 
audit, there arc several problems with the model as mentioned in the intro­
duction, including the following. First, the SAS 47 model is too simplistic; it 
fails to incorporate the network structure of the audit evidence. As discussed 
by Srivastava and Shafer (1992), ignoring the network structure will make the 
audit process inefficient. Also, it fails to incorporate the logic usually consid­
ered in the audit process when combining direct and indirect items of eviclencc6 . 

Although not explicitly mentioned in the audit risk model, traditionally, it has 
been assumed that a financial statement such as the balance sheet is related 

GTo illustrate direct and indirect items of evidence consider the following situation. The 
ending accounts receivable balance (A/ RE) is related to the beginning accounts receivable 
balance (A/Rs), Sales, and Cash receipts (C/R), as follows (assuming that sales returns and 
cash discount on sales are not significant): 

A/ RE = A/ Rs + Sales - C / R 

We know from the above relationship that when A/ Rs, Sales, and Cash Receipts are fairly 
stated then the ending accounts receivable balance (A/ RE) is fairly stated. An item of 
evidence pertaining to the ending balance of A/ R will be a direct piece of evidence such as 
confirmation of accounts receivable from customers. The evidence pertaining to Sales and 
C / R will serve as indirect evidence for the ending balance of A/ R. 
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to all its accounts through an 'and' relationship. That is, the balance sheet 
is fairly stated if and only if all the accounts on it are fairly stated. How­
ever, Srivastava, Dutta and Johns (1996) question the use of "and" relationship 
between F S and the accounts, and between an account balance and the trans­
action streams. From Footnote 4, we know that when A/ RB, Sales, and Cash 
Receipts are fairly stated then the ending accounts receivable balance (A/ RE) 
is fairly stated. However, we can not infer in the reverse direction that if A/ RE 
is fairly stated then both Sales and Cash Receipts are fairly stated; there arc 
infinitely many possibilities. However , auditing researchers have used "and" re­
lationship in absence of anything better. Gillett (199Gb) and Srivastava (1997b) 
have investigated this problem in great details. 

Second, the use of probabilities to model an auditor's judgment about risks 
is not appropriate. For example , SAS 47 suggests that if the auditor does not 
want to depend on the inherent factors, then he or she should set the inherent 
risk equal to 1 (I R = 1) . If we interpret this number as probability then we 
conclude that it is certain that the account is materially misstated. But this 
is not what the auditor has in mind when he or she decides not to depend on 
inherent factors for the audit. The auditor' s feeling is represented better by a 
belief-function plausibility of 1 for material misstatements. A plausibility value 
of 1 implies that the auditor lacks evidence based on inherent factors. Srivastava 
and Shafcr (1002) analyzc this issue further and state the following: 

".. . the auditor may believe, on the basis of inherent factors, 
that the account is fairly stated and yet be unwilling to rely on these 
factors past a certain point. In this case, the auditor may, as SAS No. 
47 suggests, assign a value less than the maximum, say 70 percent , 
to inherent risk. If interpreted in probability terms, this number 
says t hat the inherent factors give a 30 percent chance that the 
account is not materially misstated and a 70 percent chance that it 
is materially misstated. This suggests that the evidence is negative, 
contrary to the auditor's intuition. The probability interpretation 
is even more confusing if the auditor sets the inherent risk at 50 
percent. What does this mean? Does it mean that t he auditor 
is completely ignorant about the state of the account , or does it 
mean there is more evidence that the account is not being materially 
misstated than when only 30 percent assurance was assumed?" 

A belief funct ion interpretation of the risks in the audit risk model makes 
more intuitive sense t han the probability interpretation. In fact, as shown by 
Srivastava and Shafer (1002, sec also, Srivastava, 1993), the risks in the audit 
risk model can be interpreted as belief-function plausibilitics provided a ll the 
evidence is positive. 

The third deficiency in the audit risk model, in my opinion, is the lack of 
explicit consideration of the risk of material misstatements due to management 
fraud . It is implicitly assumed that the auditor will accept only those engage­
ments where there is no potential for such material misstatements. That is, 
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the auditor will first perform certain preliminary procedures to make reason­
ably sure that financial statements are not fraudulent and then only accept the 
engagement. However, in practice, this has not happened, as evidenced from 
the increasing number of cases where financial statements were found fraudu­
lent after the auditor had given clean opinions (Fanning, Cogger and Srivastava, 
1995). However, the situation has changed recently because of escalating liti­
gation; the auditors are now putting much more effort in assessing the risk of 
material misstatements due to management fraud . Dutta, Harrison, and Sri­
vastava (1996) have discussed this issue and shown how the current practice of 
the firms concerned with such material misstatement can be modeled analyti­
cally. Also, they discuss the consequence of not considering the risk of fraud in 
the audit risk model. Furthermore, they show the impact of negative items of 
evidence on the audit process using belief functions . 

3. Strength of evidence in belief functions 

In this section, I want to show how belief functions help us model uncertainties 
encountered in audit evidence. As discussed earlier, there are some items of 
evidence that bear on only one variable, but there arc some that bear on more 
than one variable. Representing uncertainties in belief functions associated with 
those items of evidence that bear on just one variable is quite straightforward. 
However, for those items of evidence that bear on more than one variable, we 
need to use a special technique to convert the beliefs defined on individual vari­
ables to m-values for the joint space. T his process keeps the interdependencies 
among all items of evidence and allows us to use Dempster's rule for aggregating 
all the evidence in the network. I will discuss these issues in detail below. 

3.1. Evidence bearing on one variable 

In a situation where the evidence bears on only one variable such as an account 
or an audit objective or a management assertion of an account, the representa­
tion of the strength of evidence is straightforward. Consider that the auditor 
accumulates an item of evidence, evaluates its strength, and, based on profes­
sional judgment, concludes that the evidence provides, say 0.6lcvcl of support on 
a scale 0-1, that assertion A is met ('a') and no support for its negation ('•a'r . 
'Ne can express this judgment in terms of belief funetions as Bel( a) = O.G, and 
Bcl(• a) = 0. This can be expressed in terms of m.-values8 (the basic pr-obability 

7 As a convention, I will use the first letter of the variable's name in t he upper case to 
represent the variable and the lower case to represent its values. For example, a variable 
named 'existence' will be represented by 'E' and its values by 'e' and '-,e' imply ing t hat it is 
met and not met, respectively. 

8 In the belief-function forma lism, uncertainty is not only assigned to t he s ingle elements 
of a frame but a lso to all other proper subsets of the frame and to the entire frame. These 
uncertainties are called m-values or the basic probabildy assignment .function. For a frame of 
n elements, we will have, in genera l, m.-values for each individual elements, each set of two 
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assignment j1mction) as m.( a) = O.G, ·m.( •a) = 0, and m.( {a , •a}) = 0.4. These 
·m-values suggest that the auditor has (1) direct evidence that the assertion 
is tme (i.e. 'a' is true) with O.G degree of support, (2) no evidence that the 
assertion is not true ('•a'), and (3) 0.4 degree of uncommitted support. 

Consider now a situation where the auditor feels that the evidence is nega­
tive. That is, in the auditor's judgment, the evidence supports '•a' , the negation 
of the assertion, say, at 0.3 level, and there is no support for 'a' that the as­
sertion is met. This feeling can be expressed as: m( a) = 0, m( •a) = 0.3, and 
m.( {a, • a}) = 0. 7. There arc situations where the auditor might have several 
items of evidence, some might be positive and some nega tive. Jlather than eval­
uating individually the level of support from each item of evidence, the auditor 
may make an intuitive judgment about the overall strength of the combined ev­
idence. Suppose the auditor's combined evaluation of all the evidence pertinent 
to this assertion is that 'a' is true with a medium level of support, say, 0.4, 
'•a' is true with a low level of support, say, 0.1. This feeling can be expressed 
as: m.(a) = 0.4, rn.(• a) = 0.1, and ·m.({a,•a}) = O.G. We cannot express such 
feelings using probabilities. 

3.2. Evidence bearing on more than one variable 

It is common, on almost every audit engagement, that t he auditor colleds items 
of evidence t hat bear not only on one variable but on many. For example, in the 
audit of sales transactions, the evidence that duties of billing, recording sales, 
and handling cash receipts arc separated bears on two variables: (1) llccorded 
sales are for shipments made to non-fictitious customers (existence), and (2) Ex­
isting sales transactions arc rccorclccl (completeness) . The evidence that 'Batch 
totals arc compared with computer summary reports for cash receipts' bears 
on three variables: existence, cornplctcncss, and valuation of cash receipts (for 
more examples sec Arcus and Locbbcckc, 1QQG). 

In general, the level of support from such items of evidence for each variable 
may differ. For example, suppose in the case of the latter item of evidence above, 
the auditor's assessment of the levels of support arc as follows: (1) O.G degree of 
support that 'existence' objective is met ('e'), and no support for its negation 
('•e') , (2) 0.4 degree of support that 'completeness' objective is met (' c'), and no 
support that it is not met ('•c'), and (3) 0.3 degree of support that 'valuation ' 
objective is met ('v') and 0.1 degree of support t hat it is not met ('•v ') . T his 
feeling can be easily written9 in terms of belief functions on each variable as: 
J3el(e) = O.G and J3cl(•e) = 0; Bcl(c) = 0.4 and J3el (•c) = 0; Bel(v) = 0.3 and 

elements, each set of t hree elements, and so o n , to t he m.-value for t he entire frame. All such 
m.-values add to one, i.e., L A£;S m(A) = 1, where A represe nts a ll t he proper subse ts of t he 

frame 8 . T he m-value for the empty set is zero. 
9 I emphasize t hat to express such a feeling on the strength of evidence in classical proba­

bilities will not be easy. O ne has to cons ider several conditional probabilities which a re not 
known a ny way. 
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Bel(-q;) = 0.1. We need to express the above judgment in terms of m-values in 
order to combine various items of evidence using Dempster's rule. Since all the 
beliefs above come from the same evidence, we need to convert these beliefs into 
·rn-values on the joint space of the three variables ( { e, •e} X { c, •C} x { v, •v}). 
This task is not trivial. Dubois and Prade (HJ86, 1987, see also 1992, and 1994) 
have discussed a formal approach to determining the m-values on the joint 
space. It should be pointed out that the transformation of beliefs on separate 
variables to 'In-values on the joint space is not unique. However, these ·m-values 
arc unique for a given relationship among the sources of individual beliefs. For 
example, there will be one set of m-values on the joint space if the sources are 
independent. Such a set of m-values arc determined using Dempster's rule to 
combine the individual set of ·m.-values. However, our interest here is in a fully 
dependent case because the individual beliefs come from the same source. For 
such a case, Srivastava and Cogger (1993) have developed a heuristic algorithm 
for determining m-values on the joint space of the variables from the beliefs 
defined on each variable. 

Using the algorithm of Srivastava and Cogger (1990) for our example above, 
one gets the following non-zero m.-values on the joint space (see Table 2 in the 
Appendix for details): 

m.( { ec•v, •ec--.v}) 0.1, 

rn( { ecv, •ecv}) 0.3, 

·m.( { ecv, ec--.v, e•cv, e--.c--.v,}) O.G. 

If we rnarginalize10 the above ·m-values on the individual variable space then 
we do get the beliefs that the auditor had estimated. The Srivastava and Cogger 
approach is valid even for non-binary variables. 

The traditional approach of representing uncertainties using probabilities 
demands much more detailed information in terms of conditional probabilities 
to represent the strength of support in the above situations where one item 
of evidence bears on many variables. Using belief functions, we can model 
the auditor's judgment easily by simply finding his or her individual beliefs. 
This approach becomes important when we want to model dependent items of 
evidence. In auditing, we have many dependent items of evidence where one 

10 Marginalization in belief functions is similar to the marginalization in probability theory; 
you simply sum over the variables that are not desired. For example, for the following m­
values : 

m({ec~v , ~ec~v}) 0.1, 

m( { ecv, ~ecv}) 0.3, 

m.( { ecv , ec~v, e~cv, e~c~v,}) 0.6. 

marginalizing them onto the space { e, ~e }, yields m.( e) = 0.6, m.( ~e) = 0, and m.( { e, ~e}) = 
0.4, marginalizing onto { c, ~c} yields m( c) = 0.4, m( ~c) = 0, and m( { c, ~c}) = 0.6 , and onto 
{v , ~v} yields m(v) = 0.3, m(~v) = 0.1 , and m({v, ~v}) = 0.6. 
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item of evidence bears on several variables. If such dependencies are not treated 
properly, it will lead to an inefficient audit. 

To illustrate the above point, let us consider the evidence 'Batch totals arc 
compared with computer summary reports for cash receipts.' Assume that 
the auditor assesses 0.6 degree of support in favor of all the three objectives 
being met, i.e., Bel(e) = 0.6, Bel(c) = 0.6 , and Bel(a) = 0.6, and no support 
to their negations. If one assumes all these assessments to be independent of 
each other as if they are coming from independent sources, then the total belief 
that all the objectives are met based on just these items of evidence will be 
(0.6) 3 = 0.216. However, if we treat them as interdependent, then the total 
belief that all the three arc met is 0.6, a much higher belief than when the 
three beliefs were assumed to come from three independent sources. This can 
become a serious problem for the auditor, especially when he or she has to 
worry about efficiency. Moreover, there are numerous situations where such 
interdependencies exist in the audit evidence (see the evidential network in 
Section 4). Modeling uncertainties associated with such items of evidence using 
the approach described here allows us to preserve the interdependencies among 
the evidence and still use Dempster 's rule for aggregating all the evidence. 

4. Planning and evaluation of an audit with the network 
structure of evidence 

In this section, I plan to discuss how various uncertain items of audit evidence 
with all their interrelationships can be aggregated using Dempster's rule for 
determining whether the financial statements are fairly stated in order to give 
a clean (unqualified) opinion. Let me restate the objective of an audit of the 
financial statements. The objective of such an audit is to give an opinion on 
the financial statements that they represent fairly the financial position of the 
company. In other words, the auditor has to be confident with a certain level 
of assurance that there arc no material misstatements in the financial state­
ments. In order to achieve this objective, he or she accumulates relevant items 
of evidence, evaluates their strengths, and aggregates them to form the overall 
opinion. However, the question is when do we say the financial statements arc 
fairly stated, that is , they do not contain material misstatements? One possible 
and generally accepted answer is that the financial statements are fairly stated 
when all the accounts constituting the financial statements arc fairly stated. For 
example, the balance sheet of a company will be fairly stated if all the accounts 
constituting it such as cash, accounts receivable , inventory, accounts payable, 
etc. arc fairly stated . Such a relationship is represented by a categorical rela­
tionship 'and ' between the balance sheet and all its accounts. This relationship 
implies that the balance sheet is fairly stated if and only if all the accounts 
constituting the balance sheet arc fairly stated. The next question is, how do 
we determine that each account is fairly stated? Again, the generally accepted 
answer is that an account is fairly stated if all its management assertions, and 
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in turn, all the related audit objectives, have been met. For example, accounts 
receivable will be fairly stated when all the relevant management assertions, i.e., 
all the corresponding audit objectives such as 'existence', completeness', 'accu­
racy', 'classification' etc. have been met. Again, this is an 'and' relationship 
between the account and its audit objectives. 

Furthermore, we all know that accounts on the balance sheet are the aggre­
gate of certain transaction streams for the fiscal period. For example, the ending 
balance of accounts receivable on the balance sheet is equal to the beginning 
balance of accounts receivable plus the sales minus the cash receipts on sales for 
the fiscal period assuming that sales returns and cash discounts are not signif­
icant. (If these activities are significant then the auditor can simply add these 
terms in the equation). Moreover, we know that individual audit objectives of 
the balance sheet accounts are related to audit objectives of the correspond­
ing transactions streams (Leslie, Aldersley, Cockburn and Reiter, 1986). For 
example, the 'existence' objective of accounts receivable is related to the 'ex­
istence' objective of sales and the 'completeness' objccti 1'• • of cash receipts on 
sales. Thus, we can further build a relationship between a tipecific audit objec­
tive of the balance sheet ac:count and the related objectives of the transaction 
streams. In fact, this relationship is again assumed to be an 'and' relationship. 
Thus, in the case of aeeounts receivable, the 'existence' objective will be met 
if and only if sales 'exist' and cash receipts arc 'complete'. We can represent 
the above relationships among various variables (e.g., balance sheet, aecounts 
on the balance sheet, audit objectives of the aeeounts and transaction streams) 
through a tree of variables. Fig. 1 shows such a tree of variables for accounts 
receivable with only three audit objectives for simplicity of presentation. 

The next step in the audit process is to identify relevant items of cvidenee 
bearing on various variables. As diseussed in Section 2, in general, we have 
audit evidence at all levels of the financial statements. Table 1 represents a list 
of procedures relevant to the audit of aceounts receivable presented in Figure 1. 
Figure 2 represents the evidential network based on the proeedures in Table 1, 
and the structural relationships among the variables in Figure 1 for the audit 
of accounts receivable with only three audit objectives. 

The auditor, at the planning stage, will make a judgment about the appro­
priate level of assuranec to obtain from various items of evidence. This judgment 
will depend on (1) the extent, nature and timing of the evidence to be colleeted, 
(2) an overall assurance that the accounts receivable balance is fairly stated, 
and (3) the c:ost of accumulating the cvidenee. The cost of the audit is an im­
portant factor in determining the extent, nature, and timing along with t he mix 
of evidence. 

As we ean sec in Figure 2, aggregating all the evidence in an audit is really 
a problem of propagating beliefs in the network, whether it is at the planning 
stage, during the audit proc:css, or at the evaluation stage. As is evident from 
Figure 2, even for a simple case with only three audit objectives, the network 
has become so big that it is almost impossible to aggregate all these items of 
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( AR 

Figure 1. Tree of variable nodes for accounts receivable (AR) audit. For sim­
plicity of presentation, only three audit objectives of AR arc considered in this 
case. A circle with '&' represents an 'and' relationship between the variable on 
its left and the variables on its right. For example, variable 'AR complete' is 
related to 'Cash Receipts Exist' and 'Sales Complete' through an 'and ' node. 
This implies that AR will be complete if and only if cash receipts 'exist' and 
sales arc 'complete'. 
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Table 1 *. 

1 (Inherent Fac:tors) 

2 (AP) 

3 (STT) 

4 (STT) 

G (TC) 

G (TC) 

7 (TC) 
8 (TC) 

D (TC) 
10 (STT) 

11 (TC) 

12 (TC) 

Prior years' experience with the account, related ac­
counting system, and the control environment. Also, 
the knowledge about the competence and trustworthi­
ness of accounting personnel working in t he sales and 
collection cycle, and other relevant inherent factors . 
(i) Ileview accounts receivable t rial balance for large 
and unusual receivables. (ii) Calculate ratios indicated 
in carry-forward working papers (not included here) 
and follow up any significant changes from prior years. 
Ileview the sales journal and ledger for unusual t rans­
actions and amounts. 
(i) Ileview the cash receipts journal and the ledgers 
for unusual transactions and amounts. (ii) Ilcview 
the subsidiary ledger for miscellaneous credits. 
Observe for segregation of duties between receipt and 
recording of cash and also preparation of in dependent 
bank reconciliation statement. 
Observe whether a restrictive endorsement is used on 
cash receipts. 
Observe whether monthly statements arc mailed. 
Observe whether the accountant reconciles bank 
account. 
Account for a sequence of shipping documents. 
Trace selected shipping documents to duplicate sales 
invoice and the saler:; journal for assurance that each 
one has been billed and included in the journal. 
Account for a sequence of sales invoices in the sales 
journal. 
For selected duplicate invoice numbers from the sales 
journal, examine underlying documents for indication 
of internal certification that the total amount recorded 
in the journal, elate, customer name, pricing, exten­
sion, and footings have been checked. 

* taken from Srivastava (1DDGa, Table 2) 
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13 (STT) Trace seleeted duplicate invoice numbers from the sales 
journal to (a) Duplicate sales invoice, and test for the to­
tal amount recorded in the journal, date, customer name. 
C11eck the pricing, extensions, and footings. (b) Bill of 
lading, and test for customer name, product description, 
quantity, and date. (c) Duplicate sales order, and test for 
customer name, product description, quantity, date, and in­
ternal approval. (d) Customer order, and test for customer 
name, product description, quantity, date, and credit ap­
proval by the credit manager. 

14 (STT) Trace recorded sales from the sales journal to the file of 
supporting documents, which includes a duplicate sales in­
voice, uill of lading, sales order, and customer order. 

15 (STT) Obtain the prelisting of cash receipts, and trace amounts 
to the cash receipts journal, testing for name, amount, and 
elate. 

16 (STT) Compare the prelisting of cash receipts with the duplicate 
deposit slip, testing for names, amounts, and dates. Trace 
the total from the cash receipts journal to the uank stctte­
ment, testing for dates, amounts of deposit , and delay in 
deposit. 

17 (T DB) Confirm accounts receiva l> le using positive confirmations 
auove a given amount and perform alternative procedures 
for all confirmations not returned on the first and second 
request. 

Taule 1. The audit procedures used in Fig. 2 (Arens and Loeubccke, 1996: 
368-370). 
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Figure 2. Evidential network for accounts receivable (AR) as the main node. 
All the procedures have been performed and the corresponding 'beliefs' have 
been aggregated by AUDITOR'S ASSISTANT (Shafer, Shenoy and Srivastava, 
1988) . 
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evidence without a computer program. There arc several computer programs 
currently available for propagating beliefs in networks: (1) 'DELIEF' developed 
by Zarley, Hsia, and Shafcr (1988), (2) 'AUDITOR'S ASSISTANT' developed 
by Shafer, Shenoy, and Srivastava (1088), (3) 'BELIEF' by Almond (1989), (4) 
'PULCINELLA' developed by Saffiotti and Umkehrer (1901), and (5) 'TresBel' 
by Xu (1001). 

I have used AUDITOR'S ASSISTANT to create Figure 2. This system allows 
the user to draw the evidential network pertinent to the situation. I suggest 
readers sec Srivastava, Dutta, and Johns (1996) for details (sec also, Srivastava 
1005e, 1005d, and Shafer, Shcnoy, and Srivastava 1988). The system can be 
used at all the three stages of an audit: planning stage, during the audit , and 
at the end of the audit. 

At the planning stage, the auditor can use the system to perform a sensitivity 
analysis to determine what combination of evidenee will give the desired level 
of overall belief for the aeeount under consideration that it is fairly stated. 
During the audit, the auditor can use it to determine if the proeedures performed 
provide the planned level of assurance that yields the desired overall belief. If 
certain procedures do not yield the planned level of assurance then the auditor 
can use the system to modify the subsequent audit procedures to achieve the 
desired level of overall belief. If certain items of evidence provide negative 
support, the system can be used to determine the effect of this negative evidence 
on the overall assurance. At the end of the audit, the system can be used to 
aggregate all the evidence to determine the overall belief that the account is 
fairly stated. 

Srivastava, Dutta, and Johns (1096) have used AUDITOR'S ASSISTANT 
to evaluate the audit of accounts receivable of a health care unit usiug the 
audit program of a Big Six accountiug firm . The choice of a health care unit 
was made for three reasons: (1) It provided a complex audit task where some 
traditional procedures such as confirmations of accounts receivable were not 
being performed . (2) The SAS 4 7 model gave little help in term of determining 
whether an adequate audit was being conducted, tlms a good case for testing 
the system. (3) One of the author;; had expertise in auditing health care uni ts. 

vVc all know that the :otmcture of audit evidence is quite complex due to 
all the depcndeucies among the evidence and all the relationships among the 
accounts, the audit objectives of the account.;; and the transactiou stream;;. 
Thus, it is not possible to develop an analytical model for audit planning or 
evaluat ion . A computer program like AUDITOR'S ASSISTANT is the only 
answer for au efficient and effective audit. Such a system can be u:oed to develop 
an interactive audit risk model. Also, I would like to point out that the bclief­
functiou approach provides the auditor with the appropriate impact of a negative 
item of evidence in the network on the overall belief that the account is fairly 
stated. The auditor can use this information to plan and adjust the audit 
procedures accordingly to achieve the desired level of belief. Several alternatives 
arc available to the auditor if he or she encounters a negative item of evidence 
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and as a consequence the overall belief is below the desired level of overall 
assurance: (1) perform an increased level of testing, (2) perform some other 
relevant procedures, (3) propose an adjustment to the account balance, or (4) 
issue a qualified opinion. In each alternative situation, the auditor will re­
evaluate the assessment of beliefs or level of assurance for or against the affected 
variables and aggregate all the evidence. 

5. Integrating statistical and non-statistical evidence 

As we have seen in Section 4, the audit process in general involves both statis­
tical and non-statistical items of evidence. For example, procedure 17 in Table 
1 is a statistical item of evidence because it uses statistical sampling techniques 
whereas procedure 7 is a non-statistical item of evidence. Both of these items of 
evidence bear on variables 'AR Exist ' and 'AR Properly Valued.' The question 
is how do we integrate the two items of evidence to determine the overall be­
lief that the financial statements arc fairly stated? In discussing AUDITOR'S 
ASSISTANT in Section 4, I did not raise this question. I simply assumed that 
the auditor has evaluated the strength of each item of evidence, whether it is 
statistical in nature or not, then usccl the program to aggregate all the evi­
dence. In this section, I want to discuss the approach proposed by Srivastava 
and Shafcr (1004) that provides beliefs from statistical evidence. Once we know 
beliefs from statistical evidence then we can combine them with the beliefs from 
non-statistical evidence using Dempster's rule. 

There arc two main decisions regarding statistical evidence that the auditor 
has to make during an audit. One, he or she must determine the sample ;;ize, n, 
ba;;ed on an acceptable risk of incorrect acceptance (ARIA or type II error) and 
an acceptable risk of incorrect rejection (ARIR or type I error). The auditor 
use;; the audit risk model to determine ARIA, which is simply the risk l't.ssociatcd 
with the test of details of balance (TDR) ill the model as discussed ill Section 
2 (TDR = AR -;- (IR.CR.APR)) . Two, the auditor must determine the level 
of assurance obtained from the statistical evidence after the procedure ha..<; been 
performed. 

5.1. Sample size determination 

For the sample size dctenninatiou, Srivastava ancl Shafer (1094) derive a formula 
t hat relates the sample size, n, with the desired level of belief '.1:' that the 
objective is met for the variable sampling using mean per unit estimator: 

(2) 

where T E is the tolerable error (the maxirrmrn amouut of error the auditor is 
willing to tolerate aud accept the account balance to be fairly stated), rJ is the 
standard deviation of the population, and Za;2 is the standard normal deviate. 
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Probability (1- a) represents the probability of achieving a belief of at least x 
that the account balance is not materially misstated. The significance level of 
the test that the recorded mean is equal to the true audited mean is still, by 
design, a. The minimum power of the test is (1 - (3) where (3 is related to the 
desired belief x through the standard normal deviate Zf3 as: 

Zf3 = J-2 loge(l-:r). (3) 

EXAMPLE 5.1 Let us consider- an example to illv.stmte the above pmcess. Sv.p­
pose the auditor- wants to determin e the sample size for- confirmations of accov.nts 
r-eceivable. H e or- she has evaluated the inher·ent factor-s, the acc01mting system, 
and inter-nal contmls that r-elate to 'existence' and 'valuation' objectives of ac­
cov:nts r-eceivable. Sv.ppose that based on all other- evidence planned on the audit, 
the de.sir-ed level of belief fmm the con.finnations t est is 0. 7 in or-der- to achieve 
an ovemll belief of, say, 0. 95 that; the accov.nts Teceivable balance is faiTly stated 
(see Figur-e 2) . Also, as.sv.me that the r-ecor-ded mean of accounts r-eceivable is 
$500, the estimated standar-d deviation of the popv.lation rJ = $75, the tolemble 
erToT T E = $2G per- account, and the desiTed level of r-isk of incmnct r-e.iection 
a= 20%. The sample size in this ca.se f r-om (2) is 72, i.e., n = 72. 

5.2. Evaluation of sample results 

Let us consider that the auditor has performed the statistical test and wants to 
determine the level of belief whether the account is fairly stated or not based on 
the outcome of the test. Srivastava and Shafer (1994) have discussed this aspect 
using again the mean per unit estimator. There arc two possible outcomes in 
evaluating the sample results. One, the sample (audited) mean, f), may fall 
inside the tolerable interval, [f.t,.- T E, ft,. + T E], where fir is the recorded mean. 
Two, the audited mean may fa ll outside of the tolerable interval. 

For the condition when the audited mean falls inside the tolerable interval, 
i.e., for f.tr - T E :S f) :S f.tr + T E, the belief that the account balance is not 
materially misstated is (Srivastava and Shafer 1994, (20)): 

Bel(no material errors) = x = 

1- exp ( - 2; 2 (TE - IY - Jt,.l) 2), (4) 

Bel(material errors) = 0, (G) 

where S is the sample standard deviation. 
For the condition when the audited mean falls outside the tolerable interval 

(i.e., for fj 2: fJ.,. + T E or f) ::::; ft,. - T E), the two beliefs are: 

Bel(no material errors) = 0, (G) 

( n ( i) - ;1,. + T E) 2 ) 
Bel (material errors) = 1 - exp - · 282 , for JJ 2: fl·r + T E ( 7) 
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and 

( ) ( n(11'T- TE- iJ) 2 ) 
Bel material errors = 1- exp - 282 · , for f)::::; Jlr- TE(8) 

EXAMPLE 5.2 Let us consider- the same example discussed pr-evimLsly. Now 
howeveT, the auditoT decides to choose a sample size of 100 (n = 100 instead 
of 72) and obtains the following r-esv.lts: the a11,dited mean, fj = $488, and the 
sample standar-d deviation, S = $100. Since T E = $25, the toler·able inter·val in 
the pr-esent case is [$4 75, $:325] . The av.dited mean falls within this inter-val and 
ther-efor-e the belief that the account balance is not rnateTially misstated is given 
by (4): 

Bel(no mater·ial er-r-or-s) ( 100 2) 1 - exp - (25- 1488- 5001) 
2(100) 2 ) 

0.:370, 

and 

Bel(mater-ial er-r-or-s)= 0. 

However-, if the desir-ed level of belief that the accounts receivable balance is 
not mater-ially misstated was 0. 7, the above r-esult is not acceptable. This simply 
means that when this evidence (statistical test r-esv.lts) is combined with the otheT 
items of evidence the av.ditor- has accumulated on the av.dit, the over-all belief that 
the accounts r-eceivable balance is not mater-ially misstated is going to be less than 
the desir-ed, say a 0. 95 level of over-all belief. What should the auditor- do ? The 
a71,ditor· has thTee options at this stage, as mentioned ear-lieT: (1) IncTease the 
sample size, perform additional testing and Teevalv.ate the .findings. (2) PTopose 
an adjv.stment to the account balance in oTdeT to achieve the desir-ed 0. 7 level of 
belief. (8) Do not give an 7J.nqv.al~fied (clean) opinion. 

Consider that the auditor is not too happy to increase the sample size, 
because the size is already 100, which is much larger than the planned sample 
size of 72 as computed earlier. Let us say the auditor prefers to propose an 
adjustment and issue a dean opinion. What should the adjustment be in the 
present case? In order to determine the amount of adjustment in recorded 
mean, we use ( 4) to determine a new recorded mean such that the belief that 
the account balance is not materially misstated is 0. 7 with the given values: 
:V = $488, T E = $2G , S = $100, and n = 100. Equation ( 4) yields a value of 
$497.48. This means that if the recorded mean is adjusted downward by $2.:32 
to a value $497.48 then the sam plc results will provide the desired 0. 7 level of 
belief. Thus, if there were 1,000 total number of accounts receivable then the 
overall balance has to be decreased by $2, 520. The auditor can issue a clean 
opinion after this adjustment. 
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6. Other applications of belief functions in auditing 

Krishnamoorthy, Mock, and Washington (1994) have used belieffunctions to an­
aly~e auditors' behavior in aggregating items of evidence to determine the likeli­
hood of material misstatements in the valuation of inventory. Turner (1994) has 
examined in a quasi-experimental setting three models descriptive of the audit 
judgment process: the Audit risk model, the Dempster-Shafer Belief Function 
Model , and the Hogarth and Einhorn Belief Adjustment Model. Dusenbury, 
Reimers, and Wheeler (1()96) have performed empirical studies to compare the 
audit risk model of SAS 47 with two other models: the firm-based model, and 
a belief-based model. Dutta and Srivastava (1992) have used belief functions 
to explain the auditor's behavior in aggregating evidence under the following 
conditions: (1) Sequential processing of evidence with all the items of evidence 
being positive. (2) Sequential processing of evidence with all the items of ev­
idence being negative. (3) Sequential processing of mixed items of evidence 
starting with a positive item of evidence. ( 4) Sequential processing of mixed 
items of evidence starting with a negative item of evidence. (5) Simultaneously 
processing mixed items of evidence. Srivastava, Shenoy, and Shafer (1D95) have 
developed propositions that make it easier to aggregate audit evidence in an 
'and' tree. Gillctt and Srivastava (1DDG) have discussed integration of statis­
tical aml non-statistical items of evidence in auditing for attribute sampling. 
Gillett (1DD6a, 1DDGb) has developed a method for integrating statistical and 
non-statistical items of evidence in monetary unit sampling. 

Recently, Srivastava (1 DD7a, 1()()6) has applied belief functions to explain (1) 
decision making behavior uuder ambiguity, and (2) how value judgments are 
made. This work has relevance to audit decision making because auditors do 
make value judgments and judgments under ambiguity. It is interesting to note 
that belief-function approach models these bchaviors more naturally than the 
traditional approach ba..<Jed on probability theory. In fact, in the case of decision 
making under ambiguity, Ellsberg's paradox arises due to our inability to model 
ambiguity in probability theory (sec Srivastava, 1DD7a). 

7. Summary and conclusion 

In surnrnary, I have shown how the audit process is really a problem of ag­
gregation of various items of evidence accumulated on the engagement. I have 
discussed some of the limitations of the SAS 4 7 model and how under certain sit­
uations it represents a plausibility model in belief functions. Also, I have shown 
how belief functions can be used to represent the strength of audit evidence 
under various scenarios: positive evidence, negative evidence, mixed evidence, 
one item of evidence bearing on one variable in the network, and one item of 
evidence bearing on more than one variable. It is well known that the structure 
of the audit evidence, in general, forms a network. The aggregation of evidence 
in a network becomes a complex problem without the help of a computer pro-
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gram. I have discussed how the system AUDITOR'S ASSISTANT can be used 
to aggregate all the evidence on an audit for planning and evaluation. Also, I 
have shown how statistical and non-statistical items of evidence can be aggre­
gated in an audit, and shown how such an approach affects the efficiency of the 
audit process. 

However, there are still many issues and problems that need further research. 
These problems include the following: 

• First, is it appropriate to assume that the relationship between, say, the 
balance sheet and its accounts is an 'and' relationship, or that the rela­
tionship between a balance sheet account and its transaction streams is an 
'and' relationship? We have been using such a relationship in practice but 
there is a problem. For example, if sales and cash receipts are fairly stated, 
then the accounts receivable balance is fairly stated. However, when the 
accounts receivable balance is fairly stated that does not necessarily mean 
that sales and cash receipts are fairly stated (there could be off-setting 
errors). But, an 'and' relationship dictates it so. 

• Second , how will the program of an audit be affected when the risk of 
fraud is explicitly considered in the evidential network? 

• Third, how can costs be integrated with the whole evidence aggregation 
process? 

• Fourth, how do we determine the level of assurance obtained from different 
items of evidence? 

• Fifth, what characteristics determine the strength of evidence? 
• Sixth, how can we integrate belief functions and decision theory for au­

dit decisions? Concerns about source reliability in auditing can be easily 
treated in auditing. We need to formally look at this issue in belief func­
tions. 
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Appendix 

Algorithm for converting beliefs assessed on individual variables from 
a single item of evidence to ·m-values on the joint space 

In order to illustrate the algorithm, let us consider the example described in 
Section 3.2 with the following beliefs on the three variables ('existence', 'com­
pleteness', and 'valuation'): 

Bel(e) = 0.6 and Bel(-.e) = 0, 

Bel(c) = 0.4 and Bel(-.c) = 0, 

Bel(v) = 0.3 and Bel(•v) = 0.1. 

Step 1: Express the beliefs in terms of ·m-values on the individual frames of the 
variables. 

·m.( e) = O.G, m.( -.e) = 0, and m.( e, •e) = 0.4, 

m.(c) = 0.4,m.(•c) = 0, and m.(c,•c) = 0.6, 

m.(v) = 0.3,m.(•v) = 0.1, and m.(v,-.v) = 0.6. 

Step 2: List the ·m-values for each variable in a columnar form; columns for 
variables, and rows for their values (sec Table 2). 

Step 3: Select the smallest non-:.~cro ·m-value in each column (i.e., for each 
variable) . These values arc written inside rectangular boxes in Table 2. These 
values define the elements of the joint space. 

Step 4: Select t he smallest ·rn.-valuc among the set obtained in Step 3. This 
value represents the ·m-value for the set of elements on the joint space generated 
by the product of individual elements corresponding to the ·m-values selected in 
Step 3. 

Step 5: Subtract the rn.-valuc obtained in Step 4 from each selected m-value 
in Step 3. 

Step 6: Repeat Steps 3 - 4 until all entries arc :.~ero. 
For our example, the m-values generated on the joint space through the 

above algorithm arc given in Table 2. 
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Iteration Variables 
Existence Completeness Valuation 

Value of Corrc:-;pon~ Value of Corrcsp on- Va lu e of Corrc :.tpon-
the cling t h e d ing the cl ing 
va ri ab le Tn- v a ln c vul"iab lc Tll.-valu c variable Tn-valuc 

1 e 0.6 c I o.4l V 0.3 
-.e 0.0 -.c 0.0 -.v I o.11 

{e, -.e} I o.4l { c, -.c} 0.6 {v , -.v} 0.6 
m.( { ec-.v, -.ec-.v}) = 0.1 

2 e 0.6 c l 0.3 J V l 0.3 J 
-.e 0.0 -.c 0.0 -.v 0.0 

{ e, -.e} 1 o.3 l { c, -.c} 0.6 {v , -.v} 0.6 
m.( { ecv, -.ecv}) = 0.3 

3 e I o.6l c 0.0 V 0.0 
-.e 0.0 -.c 0.0 -.v 0.0 

{e, -.e} 0.0 { c, -.c} I o.6l {v , -.v} L o.6 J 
m.( { ecv, ec-.v , e-.cv , e-.c-.v, }) = 0.6 

4 e 0.0 c 0.0 V 0.0 
-.e 0.0 -.c 0.0 -.v 0.0 

{ e, -.e} 0.0 { c, -.c} 0.0 { v, -.v} 0.0 

Table 2. m-values on the joint space from the beliefs on individual variables 
using Sriva..<;tava and Cogger (1995) algorithm 
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