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Abstract: Tle paper preseuts an approach to detecting depen-
dence of a decision-maker’s actions (or decisions) on conditions with
respect to a certain type of fuzzy rules, namely gradual mles, Grad-
ual rules are of the forin “the more ¢ is C. the move d is D7, where
C and D are L-Tuzzy sets on the domain of the attributes ¢ and o
with membership valnes possibly in different lattices, vespectively,
The decision-maker’s actions and conditions for those are found in
a data basc-like system, called an inforation svstemn. We nse the
information system to define relations correspouding to L-Mizzy sets,
and we define weakening modifiers by these relations. These mod-
ifiers are closure operators in the corresponding topologics, aud we
can define fineness relation bhetween L-fuzzy sets. This relation is
useful when comparing different decision-makers’ actions. We define
strong degree and topological degree of dependence of the attributes
(with respect to a gradual rmle), and we study some propertics of
those. Finally, we present a small application.
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1. Introduction

The main idea of the paper is to preseut an approach to detecting the dependence
of a decision-maker’s actions (or decisions) ou conditions with respect to gradual
rules. Gradual rules are studied e.g. in Dubois and Prade (1991) and they are
of the form “the more ¢ is C. the more d is D7, where € and D oare L-Tuzzy
sets with membership values possibly in different lattices. The fuzzy sets were
introduced by L. A. Zadeh (1965) aud they are generalized to the L-fuzzy sets
by J. A. Goguen (19G7). In this paper we denote L-Mizzy sets vy A, B.C..... As
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the least element (). The wembership Muction of A C U, U # 0, is a mappiug
pta: U — L and we write L-fuzzy sets with ordered pairs as follows:

A= {(z,pa(2)) |2 €U, pglx) e L}. (1)

The class of all L-fuzzy sets in U is denoted by LY. We denote ordinary
subsets of U by A, B,C,... (if needed). Classes of ordinary subsets of U are
denoted by A,B,C,... and especially the ordinary power set of U is denoted
by P(U).

The elements of a nou-empty finite set U are called objects in this paper,
and they are described by attribntes. We define L-fuzzy sets on the domain of
the attributes and after data is collected, L-fuzzy sets on U can he determined.
Z. Pawlak has introduced a data base-like svstem, called an information system
(see e.g. Pawlak, 1986, 1992), where the objects are described by the attribntes,
and the objects need not to be distinguished by valnes of the attributes. So,
we use information systewns to define L-fuzzy sets on U, For example, aun in-
formation system S might describe a school, where the teacher (expert) gives
grades (decisions) to the students (objects) by test results and other activities
(conditions). We might then define a L-fuzzy set “good” on the domain of the
attribute “grade”. When the grades are given to the students, we might then
determine the L-fuzzy set “students with good grades™ or “good students” on
U in §. No doubt, many real life phenomwena can be described by information
systems, and data can be represented by siimple tables where row labels deseribe
the objects and cohunn labels describe the attributes.

An information system S is understood to be a quadruple (U7, Q. V., §). where
U is a non-empty finite set and its elements are called objects of S, Q = CU D
is a set of attributes, where €' is a non-cmpty finite set, its clements are called
conditions of S, and D is also a nou-cmpty finite set, its clements are called
decisions of S, and CN D =0. V =, Vg is a non-eupty set and Vy (# 0)
is the set of values of the attribute ¢ € @, called the domain of the attribute
q€Q. Amapping 6 : U x Q — V is called a deseription function of S such
that V(z,q) € U x Q, 6 (=, q) € V,. The values 6(x,q) are called the data in
S. In this paper we keep q € @ fixed more likely than 2 € U. It is then
reasonable to define for cach g € Q a function 64 : U — V;, such that Var € U,
bq(z) = 6(z,q). So, we understand the inforination systems in just the same
way as in ¢.g. Grzymala-Busse (1988), but the domaiu V of the attribute g € @
may be an infinite set.

In information systemns, the attributes way depend on cach other in many
different ways, and the notion of gradual riles is one way to express dependence
of the attributes. In Section 2 we define strong degree and topological degree
of dependence of the attributes (with respect to a gradual rule) by means of
weakenine modifiers and topologies corresponding to L-fuzzy sets. The following
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DEFINITION 1.1 Let L be a complete lattice with ordering “=". U a non-cmpty
set and A € LY. We say that R* C U x U is relation corresponding lo A, if

Vr,y € U, (z.y) € R & pal®) > paly). (2)

Clearly, relations corresponding to L-fuzzy sets are ordinary reflexive and
trausitive relations. However, there might he snel reflexive and transitive rela-
tions which are not definable by any A € LY.

We nse relations corresponding to L-fuzzy sets to deline weakening modifiers.
Modifier logic is studied by J. K. Mattila (1992), aud we define weakening
modifiers (corresponding to L-fuzzy sets) as follows:

DEFINITION 1.2 Let P(U) be the class of all ordinary subsets of a non-emply
set U, L a complete lattice, A € LY and R* C U x U. We say thal mapping
HA : P(U) — P(U) is weakening modifier (corresponding to A), if for all
AeP(U),

HAA) ={yeU|3 el (ny) € R4 andz e A}. (3)

Notice that at first we define the relation corresponding to A € LY, aud then
we keep it fixed when operating ordinary subsets by HA. Because the relation
RA is reflexive and transitive. the weakening modifier A4 is then the closure
operator in the indnuced topology (see Kortelainen 1994,1997).

This topology consists of ordinary snbsets of U and we denote it by TA in
this paper. The topology T is then called thie topology corresponding to A (or
topology induced by A). Clearly, the dual operator, for all A € P(I7),

(HA)" (A) = HA(A), (4)

called the substantiating modilier (corresponding to A), is the interior operator
in the induced topology TA. Notice that the overbar denotes the complemen-
tation.

Now, two L-fuzzy sets can be compared topologically as follows:

DEFINITION 1.3 Let L be a complete lattice, U a non-emply set and A, B € LY.
We say that A and B are topologically similar. denoted by A = B. if R* = R®.
and we say that A is finer than B, denoted by A < B, if RA ¢ RE.

Clearly, the relation =" is an cquivalence relation and “=<" deternines a
partial ordering ou LY/ in a natural way.
2. On dependence of the attributes

We are given an information system S = (I, Q. V.8). For cacli attrilmte g € @
we connect a lattice Ly, by which we can define the Lg-fuzzy sets on Vi, The
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denoted by 1, and 04, respectively. Now, suppose the membership function of
Q C Vg is a mapping pig : Vy — L. Because Var € U, é4(x) € V. we think
that the composition function (yrg 0éy)(r) = j1a(dy(2)) can be understood as a
membership function from U to Ly, So, Ly-Mzay sets on U in an inforimation
system S can be defined as follows:

DEFINITION 2.1 We are given an informalion systern S = (I/,Q. V., 48), q € Q.
Ly a complete lattice, Q € (Ly)" and A € (L,)V. We say that A is Ly-fuzzy
set on U in S, if

Vo e U, J""A{'T) = ;""'Q(ﬁq (7)) (9)

Now we like to use the previously defined notations and concepts to interpret,
gradual rules and to define dependence of the attributes by this interpretation.
Suppose C € (Le)Ys, D € (La)"* and gradual rules are written as follows:

“the more ¢ is C, the more d is D7, (1)

D. Dubois and H. Prade have studied gradual rules, as a special kind of if-then
rules, from the possibility theory point of view in, ¢.g., Dubois aud Prade (1991).
We think that L-fuzzy sets arc one way to “order” the clements in thie nuiverse,
and we interpret the rule (R) in the following way: the rule (R), connceting
the attributes ¢ and d, describes how the attribute d depends on the attribute
¢. So, we interpret the rule (R) as an order-preserving coudition aud, iu an
information system S, the intended meaning of this iuterpretation is
“f the membership in C of the value of the attribute ¢ for object
a is al least as high as for object y. then the membership in D of
the value of the attribute d for object x is also af least as high as for
object 1.
If we define Va: € U, pa(x) = pe(be () and ps(r) = pp(bala)), then for
A€ (L)Y and B € (Lg)Y we interpret (R) as follows:

“Va,y € U, if pa(x) 2c paly) then ps(r) >q psly)”. (9)

The interpretation () is now one way to analyse the compatibility with the
rule (R) in S. This means that if () is true then we can say that the data in S
is compatible with the rule (), or we can say that the attribute d € @ depends
on the attribute ¢ € @ in S (with respect to the rule (R)).

Now, let the rule (R) be given. From now on in this Scction, A € (L)Y and
B € (Lq)V arc understood to be Le - and Ly - fuzzy sets on U in S, respectively.
Thus, Vz € U,

1a(r) = pe(be (7)) and pp(x) = pip(ba (7)) (6)
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DEFINITION 2.2 We are given an information systemn S = (11, Q. V. 8). L. and
La (¢,d € Q) complete lattices, A € (L.)” and B € (Lqg)¥. We say that the
attribute d € Q depends on the attribute ¢ € Q i S (with vespect Lo the rule
R)), if RA C RE.

Because R4 and RP are ordinary reflexive and transitive relatious, we use
them to define H# and H® which are closure operators in the indnced topologies
T4 and T?, respectively. However, if the lattices L. and Ly are equal, then by
the Definition 1.3, we can compare A € (L)Y and B € (Lqg)Y by the fincness
relation. Thus, we can say that the attribnte d € Q depends on the attribute
¢ € Q in S (with respeet to the rule (R)), if A < B.

If the attribute d € @ does not depend on the attribute ¢ € @ in S (with
respect to the rule (R)) in the seuse of the Definition 2.2, then it may be useful
to consider the dependence in a weaker sense and define a degree of dependence
of the attributes (with respect to the rule (R)). We follow now the ideas given
c.g. in Grzymala-Busse (1988), Pawlak (1986): we say that the attribnte d € Q
depends in degree v ou the attribute ¢ € @ in § (with respect to the rule (1)),
if

[(HA4)*(G)
{aP S L
Ger

In the formula (7) I' = U/RP aud, for all A C U, |A| is the wunber of the
clements in A, Unfortunately, if RA and RP are not synnnetric relations then
the formula (7) is not applicable in the present for,

Next we like to give the Definition of strong degree of dependence of the
attributes (with respect to the rale (R)), such that we can study also those
cases where the relations are not necessarily svimnetric. However, let ns at first
introduce some useful notations:

If T is any topology on U then we denote the class of all T-closed sets by
C. Thus, C = {A € P(U)|A € T}, aud c.g. CA denotes then the class of all

TA-closed sets. Morcover, let

0 = {x e U|H5({x}) # U, H®({z}) € CA} (8)

and
Q={3:GU|HB({.".-:})%U}‘ (9)
Now, the following Definition can be given:
DEFINITION 2.3 We are given an information system S = (U, Q.V.#), L. and
Ly (c,d € Q) complete lattices, A € (L)Y and B € (Lq)Y. We say that the

attribute d € Q depends in strong degree x on the attribute ¢ € @ in S (with
respect to the rule (R)), if

[ Q=0
X=14 lel (10)

nthosansen
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By the following Propositions, we evalnate the stroug degree of dependence
and show an essential connection between v and y.

PROPOSITION 2.1 We are given an information system. S = (U, Q,V.8). L. and
Lg (¢,d € Q) complete lattices, A € (L.)V and B € (Lg)V. Then RA C R¥ &
x=1

Proof. Suppose R4 ¢ RE. It is proved in Kortelainen (1994) that in this case
T8 ¢ TA and it is well known (see ¢.g. Bourbaki, 1989) that T? ¢ TA &
CB ¢ CA. Especially, Yz € U, HB3({x}) € C# and this means by the formmlac
(8) and (9) that © = Q. Thus, x = 1.

Now, suppose x = 1. If [] = 0 then clearly Vo € U, H3({x}) = U by
the formula (9). This means that RE = U7 x U by the fornmla (3) aud, for all
Ae (L)Y, B* ¢ RE.

Also, if 0] = |Q] then © = Q, because U is Huite aud © € Q by the
formulae (8) and (9). So, especially, Vr € U, H?({z}) € CA. Becanse U is
finite, then any A € P(U) is representable by a finite nnion of singletons {z},
x € U. Also, HA and H? are closure operators and this means that for all
AeP(U), HB(A) € CA. Thus, C8 Cc CA and Vr € U, HA({.‘:‘}) C HS({:J:}).
So, Vz,y € U, (x,y) € RA = (x,y) € RE. Thns, RA C RP.

LEMMA 2.1 We are given an information system S = (U, Q,V.8). Ly (d € Q)
complete lattice and B € (Lq)V such that R is an equivalence relation. Then
Q=0 orQ=1U.

Proof. Let R® be an equivalence relation and  # U. Then 3r € U, H5({2}) =
U and this means that RE = U x U. Tlns, Q = 0.

PROPOSITION 2.2 We are given an information system S = (. Q. V,68). L. and
Ly (¢,d € Q) complete lattices, A € (L)Y, B € (La)¥ such that R* and R®
are equivalence relations, we have x < 7.

Proof. Suppose RZ is an equivalence relation. Now, by the previous Lemna,
Q=0o0r Q=1U. If Q=0 then clearly R¥ = U x U and x = 4 = 1, becanse
['= {U}. So, if Q= U then it is cnongh to prove that © C Jge +LHAY5),
where I' = U/RE. Now, let # € ©. Then 2 € HB({2}), HE({z}) # U aud
HE({z}) € CA. If R* is an cquivalence relation then HB({r}) is also T*-open
set and (HA)*(H8({x})) = H®({x}). This means that = € Jge p(HA)*(G),
becanse HB({2}) € I'. Thus, © € Ugep(HA)*(G) and x < 7.

It is important to notice the difference when computing y and 5: when
computing x we insist that = € O, thus {7} is not deuse and H5({r}) € CA,
but this is not necessarily the case when computing «.

Next we like to define topological degree of dependence of the attributes
(with respect to the mle (R)), such that we compute a degree of “T8 is a snbelass
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(1997) that the a-level sets of A € LY, Ay = {r € U |pal() = 0.0 € L} form
a base for TA, and we think that !Tf1 wmight be quite casy to compnte (at least
in the case of L being a complete linear lattice).

We give now the following Definition:

DEFINITION 2.4 We are given an information system S = (/. Q,V,8), Le and
La (¢,d € Q) complete lattices, A € (L.)V and B € (La)V. We say that the
attribute d € Q depends in topological degree k. on the attribute ¢ € QQ in S (with
respect to the rule (R)), if

L 8| =0,
s A 1]
= %[ otherwise. ()

The idea for this kind of computation comes fromn Kosko (1990). To complete
this Section we study some properties of the topological degree of dependence.

PROPOSITION 2.3 Given an information system S = (U, Q.V.8). L. and Ly
(¢,d € Q) complete lattices, A € (L)Y and B € (Lq)V, we have RA C R® &
o i

Proof. Suppose R4 ¢ RP. Clearly, T? ¢ TA and £ = 1.
Now, let & = 1. If |T?| = 0 then clearly R® = U x U. This means that for
all A € (Lc)Y, RA C RB. Suppose now that [TANTE| = |TY|.
Then TA N TS = TB, because they are finite classes of sets and TA N
T? & T?‘ Thus. TP ¢ T4 aud this means that R4 ¢ RE, becanse Y €
U,HA({z}) C H5({}).

We noticed previously that we like to compare different decision-makers’
actions. Suppose there are two persons, who define the information systeins
S =(U,Q,V,6) and Sx = (U,Q,V,8s). If Vg € Q\ {d}, Vr € U, (&)q(x) =
(62)q(2), then the data may differ only by one attribute, namely d € Q. In
this case we denote the two Lg-fuzzy sets ou U in Sy and Sy by By and By,
respectively. Also the two topological degrees (with respect to the rule (1)) are
denoted by ky and ks, respectively. So,

Vo € U, pi, (z) = po((61)a(x)) and pus, () = pp((62)a(r)),

and the following Proposition can he presented:

PROPOSITION 2.4 Suppose we are given information systems Sy = (1.Q. V., 6)
and So = (U,Q,V,62). Let L, and Lq (¢.d € Q) be complete lattices, A € (Le)V .,
By € (Lg)V and By € (Lg)V. If R®* € RA and By < By, then vy < K.

Proof. Now supposc Ba < By. This means that 252 ¢ RP' and hecause also
RB € RA, it must be then TA € T8 ¢ TP, This means that |[T? | < [T52|
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Teacher 1 | Teacher 2

Student | Test results ¢ | Other acts. o | Grades ¢ | Grades g
T 30 2 () ()
To 59 0 1 1
T3 78 3 9 3
Ty 89 ] 5 5
T 50 2 2 2
Ty 48 3 2 2
Tg 606 4 3 4
Tg 74 1 2 2

Table 1.

So, we can nse the fineness relation and the topological degree of dependence
together when comparing different decision-makers’ actions. An interesting spe-
cial case occurs when sy = ko = 1t we can still try to compare By awd By by
“<". Also if R4 = I (the identity relation) then for all B € (L)Y, » = 1.
Finally, if RA = U x U then & = () for all B € (Lg)¥, R® # U x U. We
should remind the reader that we use the interpretation (3) just as one of the
ways to analyse dependencies of the attributes in S, However, we think that
this approach conld be used as a tool for data analysis (see c.g. Baudemer and
Néther, 1992).

3. An example

Suppose there is a small group of students to he evalnated by test results and
other activities. There are nine students, who are the objects of two information
systems S; and So defined by two teachers, so U = {21, 29,...,29}. There are
three attributes, namely test results #, other activitics o and prades g, So,
C = {o,t}, D = {g} and @ = C U D. The domains of the attributes are
as follows: V4 = [0,100] (the percentage of the max points in the test) and
Vo=V, =1{0,1,2,3,4,5}.

Two teachers were asked to give grades to the students, and the data is
presented by Table 1.

Clearly, the two information systems S; and Sy are written in the same
table, for simplicity. Let ns now evalnate the teachers’ decisions.

If T € (L))" is “good”, O € (L,)"* is “pood” aud G € (Ly)'* is “good”,
then we think that the grades should depend ou the test results and the other
activities at least by the rule
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w=0w=1 | w=2|w=38 | w=4 | w=95
pig(w) 0 0.1 0.5 1 0.7 0.5
Table 2.

Student | prans | pe, | e,
71 0 0 ()
To 0 0.1 ] 0.1
T3 0.88 | 0.7 1
4 0.44 | 0.5 | 0.5
s 0.5 1 0.5
26 0 0.5 | 0.5
T 0 0.5 1 0.5
Tg 0.64 1 0.7
Tg 0.1 0.5 | 0.5

Table 3.

For simplicity, all membership values are taken from the nuit interval [0, 1]
with natural ordering “>". The membership functions are then as follows: If
w € V, then we give Table 2.

Because V, =V, we define Y € Vy, pio(w) = pig(w), and the membership
function of 7 C V; is defined by the following formula:

0, 0<2<50

pir(g) =< %55, B<z<T
]GO—:’ r =
Wz 75 < 2 < 100,

We define now the fuzzy scts on U in Sj, j = 1,2, as [ollows: Va € U,
pa(r) = pr((6;)c(2)), pa(®) = po((8)o(2)) and pe, (2) = jig((6;)q(r)). We
compute the expression (f is 7 and o is O) by the min-operator, for simplicity.
Thus, Vo € U, papp(v) = min {peq(x), ps(a)}. We can now present, Table 3.

Now, the level sets are open sets in the indnced topologies aid

Y i {zs},{ms, 28}, {v3, 75,28}, {¥3, 24, 75,28}, {¥3, T4, 05, 25,79 } } ,
TS = {{xs,28},{7s, 75,28}, {3, 24, 75,76, 27,28, 70}, U \ {71}},
TS = {{23},{rs,2s},U\ {®1, 22}, U\ {21}}.
So, finally the two topological degrees of dependence (with respect to the
rule (%)) are
1 ) 2
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Clearly, the prades given by the Teacher 2 depend more on the conditions
thau the grades given by the Teacher 1 (with respeet to the rale (%)), We can
also say that the data given by the Teaclhier 2 are more compatible with the mle
(R*) than the data given by the Teacher 1. However, it scos that the srades
depend on the test results and the other activities wore likely with respect to a
set, of rules thau by one rule (R*) ouly. Also, C; 2 Cs and Cy £ C;.

4. Conclusion

The paper presents a topological approach to detection of dependence of a
decision-maker’s actions on conditions with respect fo a gradual mile. We de-
fined the strong degree of dependence to study the cases where the relations are
not necessarily synnuetric. It should be noted that, in the ease of equivalence
relations, the formula (10} gives more “pessimistic” values than the formula (7).
Then, by the ideas presented in Kosko (1990), we defiued the topological degree
of dependence. We found out that we cau compare different decision-makers’
actions also by the fineness relation and the topological degree of dependence
together.

As an application, two teachers were asked to give grades to the students,
in Scetion 3. We analysed the given data by oue mle (R*), but in general, the
data should be analysed by all those rles that alfect decisions. It is not clear
whether we can compute the topological degree of dependence with respect to
a set of many parallel rules, and it might be difficult to find all those rules.
However, we think that onr approach could he nsed as a tool for data analysis,
Especially, this approach is useful when comparing differeut decision-makers’
actions.
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