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A bstract: Tn a previous work we improved sonw earlier rPsults 
of Tma nuvilov, Li and Zha ng, a nd of Zuazua , on the boundary exact 
controllability of sernilin ear wave equa tion s by wcakeuing the growt·h 
assumptions on t he nonlineari ty. /\ nswering a quest ion of Ztw zua 
we give a st ill wea ker, essent ially opti mal cond ition. Furt.IJ e rrrJ ore, 
we establish an approx imate intem a l controll ability resnll under t lw 
same growth ass umpti ons. 
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1. Introduction and formulation of the main results 

Fix a bounded open interval (a, b) ami a positive number T. Ci vc11 <l hn1d. ion 
f : R --> R of class C 1

, consider the probkrn 

f Vt.t - V:cx- f(u) = 0 in (a, b) X (0, T), 
'V(a, t) = ha(t) and u(h. t) = h,.(t) for t f' (0 . T ) ( I \ 
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Vve will obtain a boundary exact controllability result under suitab le, raLher 
weak growth assumptions on the nonlinearity f. In order !.o stnte our result , le t. 
us introduce the iterated logarithm functions log1 defined by the formul as 

log0 s := s and log1 s := log(Jogj~ l s ), j = I, 2, ... , 

and define the numbers e1 by the equations log1 eJ = 1 for j = 0, I, ... : 

We prove in the next section that the formu la 

00 

L(x) :=IT logdek + JxJ) = (1 + Ja;J) log(e + JxJ) log2 (ce + J:rJ) ... (2) 
k=O 

defines an everywhere finite, even function with L(O) = I. Furthermore, L(x) 
is increasing for x ~ 0, and L(x) --> +oo relatively slowly as :r ....... +oo, so that 

roo dx 
Jo L(x) = +oo. 

Let us also introduce the primitive F off dellned by 

F(x) = 1x f(s) ds, x E R. 

We have the 

THEOREM 1.1 Assume that there exists a posit·ive nv.mbcr (3 such that 

JF(x)J :S (3L(x) 2 for all x. (3) 

If T > b - a, then for any given 

there exist control functions 

such that (1) has a global solution 

satisfying the final conditions 

v(T)=vo and v' (T) =v 1 in (a,b). 
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REMARKS 1 

• This theorem improves an eo:rhcr one obtained in CnnnaTsrL J{ orrwTn-ik, 
and Loreti {1999}- Instead of (3) we made theTe the stmngcT assumption 

IF( x )l ~ f3Ln(x )2 for all :J: , (5) 
for some positive integeT n, where L, ( s) is defin ed by the fo rmula 

n 

Ln(x) := IT logk(ek + lx l) = ( I + [ :~;[) log(e + [:t[ ),, -log.,(cn + lxl) -
k= O 

(We ·u.sed a slightly different lmt eqv·ivalent cond-ition.) E, Zua,zua asked 
whether in (5) the term Ln(:r ) could be Tep laced by some convergent seT·ies 
I:~=O Cn Ln ( x) _ Our theorem answers this q·aes tion in po:rt-iculo:r_ 

• Our results in Cannarsa, K ornomik and LoT-eti ( 1999) also show that the 
assumption (3) of the above theorem ·is essent·ially optimal_ 

Next we study the internal controllabili ty of the problem 

{ 

Utt- Uxx - .f(u) = h in (a , b) X (0, T ), 
u(a, t) = u(b, t) = 0 for t E (0, T) , 
u(O) = u0 and u'(O) = 11- 1 in (a, b). 

Set 
00 

(G) 

l!(x) := L(x)/(1 + lx l) = IT logk(ek + lxl) = log(e+lx l) log2(c2 + [J:i ) ... (7) 
k = .l 

for brevity. Applying Theorem I .1 we shall prove the foll owing appro:~:irnatc 
controllabi li ty result: 

THEOREM 1.2 Assume (3) again and letT > b - a. HtTfhcrnwre. assume that 
there exists anotheT posit·ive number ,B' S1t.ch that 

lf'(x)l ~ f3'1!(x )2 for all x, 

Let 0 < 6 < ( b - a) /2 and let 

(uo ,uJ) , (vo ,vl ) E H6( a,b) x L 2 (a ,h) 

be fi xed. Then, for any c > 0 theTe e:.cists a control fu nct.ion 

h E £ 00 (0, T ; L2 (a, b)) 

w·ith 

h(x , t) = 0 for any a+ 6 < x < b - 6, 

such that ( 6) has a global solution 

·u E C([O, T] ; H6(a, b)) n C 1 ([0, T ]; L2 (a , b)) 

sat·isfying 

(8) 
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Under an additional assumption concerning the support of the initi al aud 
final data, we also have an exact controll ability result : 

THEOREM 1.3 Assume (3) again and letT > b - o. . Let 0 <c) < (/1 - a)/2 and 
let 

be fixed so that all four functions vanish out.side the ·interval ( n. + 6, b- 6). Then 
there exists a control function 

with 

h(x, t) = 0 whenever a+ 6 < x < {; - 6, 

such that ( 6) has a global solution 

u E C([O, T]; HJ(a, b)) n ct([o, T]; L2 (a, b)) 

satisfying the final conditions 

u(T) = vo and u'(T ) = v 1 in (a, b) . 

(1 0) 

(11) 

(12) 

The authors are grateful to E. Zuazua for his question leading to Theorem 
1.1 above. 

2. Infinitely iterated logarithms 

Let us observe that ( ej ) is a strictly increasing sequence of positive numbers, 
rapidly tending to infinity. Note that 

eo= 1 and logjel = el-j for all I ;::: j;::: 0. (13) 

The purpose of t his section is to establish some properties of the fuu ction 
L(x), defined in the introduct ion, which we will be using in the sequel: 

PROPOSITION 2.1 The formula (2) defines an even, ever-ywhere .finit e .f1J.nct-ion 
L (x) which is increasing fo r x;::: 0. W e have L(:r) ;::: L(O) = I faT nll :t: and 

roo dx 
}

0 
L(x) = +oo. (14) 

Finally, for every a: > 0 and 6 > 0 there e.Tists a constant c( o, 6) > 0 sv.ch that 

L (x)2 :S 6lxl2+2
"' + c(a:,6) for all x. (] 5) 
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LEMMA 2.2 Let 0:::; x:::; e2 - e;::::; 4.G7. Then 

log( eL + x):::; 2eL-1 

for any integer l :::: J. Moreover, for any -integer/;;:::: 2. 

k 

logk(el +x):::; (1 + rr e[_1
.i)el- k 

.i = 2 

for all integers l :::: k. 

( 1 G) 

(17) 

Proof: Note that ( 16) form ally coincicl8s with ( 17) for k = I. 1-lenc:e we must 
prove (17) for all integers J :::; k :::; l. Fix a positive integer l arbitra.ril y. We 
prove (17) by induction over /;; for k = I , ... , l. 

The proof for k = 1 is straightforward: 

log(eL + x):::; logef = 2cL- 1. 

Now assume that (17) holds true for some :::; k < l. Then, using also the 
inequali ty log(l + y) :::; y , we have 

k 

]ogk+l(eL +x):::; Jog [(1 + rr e[__:
1

1) el - k] 
j = 2 

k k 

=log( l + rr e[_1j) + el- k-1 :::; el-k - 1 + rr e[_1j 
j = 2 j=2 

k+l 

= (1 + rr e;-_~)eL-k-1· 
j = 2 

LEMMA 2 .3 If x:::: 0, then 

log( eL + x2
) :::; 2log(eL + :r) 

for l = l, 2, . . .. Moreover, for any integer k:::: 2, 

k 

logdeL +x2
):::; (1 + rr e/_11) logk(eL + :r) 

j=2 

for all integers l :::: k. 

• 
(18) 

(19) 

Proof: Similarly as above, (18) formall y coincides with (19) for/;: = I. Hence 
we must prove (19) for all integers 1 :::; k :::; l. Fix a positive integer l arhitrari lv. 
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The proof for k = l is easy: 

log( e1 + x2
) :::; log(e1 + :r) 2 = 2 log(el + :r) . 

Now assume (19) for some 1 :::; k < l. Then we have 

k 

logk+l ( e1 + x2
) :::; log [ ( 1 + II e[_1j) logk( e1 + :r) J 

j=2 

k k 

= log(1 +II e[~j ) + log1d 1 (e1 +x):::; logk+ 1(c1 +1:) +II e[_1
j 

j = 2 j = 2 

k+l 

:::; ( 1 + II e[_:1j) logk+l ( c1 + :~:). 
j = 2 

LEMMA 2.4 The infinite prod·uct 

00 

C(x) =II logk(e~o + lxl) = log(e + l:1; l) log2 (ee + i:ci) ... 
k = l 

• 

(20) 

converges for every real nvmber x. Fttrthermore, the .funct-ion e ·is even, strictly 
increasing for x ~ 0, and it has the follouring additional pmperties: 

C(x) ~ £(0) = 1 for all x, 

£(x2
) :::; ce(x) for all :c 

where the constant C is defined by the convergent infin-ite product. 

00 k 00 k 

c :=II (1 +II ej;2j ) = 2 II (1 +II cj;2.i ), 
k=l j = 2 k = 2 .i='2 

and 

as x---+ +oo 

fo r every a> 0. 

Proof: Since ek_ 2 ---+ +oo, the series 

00 k 

L: II e;;2j 
1:=2 j = 2 

(21) 

(22) 

(23) 

(24) 

r>rmuorrroc hv th<> r"tin tP~J· .. and thP.rdore the in fi nite J)roducts in (23) converge, 
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Applying the inequalities (16) and (17) of Lermna 2.2 with l = .I and l = k, 
respectively, we conclude that l ::::; f!(:r) ::::; C if ja: j ::::; e2 - e. 

Also, by application of (1 8) and ( 19) with l = I andl = lc , respect ively, (22) 
follows for all x . Next we use this inequality to show that f( :r) is finite for every 
x. We already know this for jxj ::::; e2 - e = :a. Given au arbitrary :D, choose a 
positive integer n such that jx j ::::; a2". This is possible because a > I. Applying 
(22) n times we obtain that 

£(:r) ::::; C(a2")::::; cnc(a) < +oo. 

Finally, we prove (24). Since 

we have, writing an := a2" for brevity, 

for every n. Choosing a sufficiently large positive integer m such that a~+ 1 2 
2C, it follows that 

sup £(~) ::::; 2m-n sup C(x) 
a.,.::;x::;a,..+ l X a. ,,::; x::;a,, + I x" 

for every n 2 m. Hence (24) fo llows. • 
Now we are ready to prove Proposition 2. 1. 

Proof: [Proposition 2.1] Since L(x) = (1 + j:rj)C(x), all properties but (14) and 
(J 5) follow easily from the preceding lemma. 

For the proof of (15) observe that L(:r)jx2+o: tends to zero as x ---+ +oo 
because 

0 < L(x) < 2e(x) 
- x 1+o: - X 0 

for all x 2 1, and the last expression tends to zero by (24). Now (15) easily 
follows by applying the Young inequality. 

Turning to the proof of (14), assume, on the contrary, t.hat the integral 
converges. Then 

1~ L~:) ---+ 0 as n ---+ +oo. (25) 

By performing the change of variab le x = e1 we obtain the equali t ies 

dt 
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Observe that we have 

and 

for all k 2: 1 and t 2: en . Therefore we deduce from the above equalities the 
following inequalities: 

1
00 

dx ;·oo rlt 
e,. +

1 
L(x) 2: (1 - e;;-~ 1 ) e,. L(t). 

It follows by induction that 

1oo ~ (lln( 1 )/·oo ~ 
e,. L(x) 2: j = 2 ] - · ej ) . el L( :~;) 

for n = 2, 3, .... 
Since the series L et clearly converges (because ci __, +oo very quickly) 

and since every ej is greater th an 1, we have 

00 

A := IT (1 - cj 1
) > 0 

j = 2 

an cl therefore 

-- > A -- > 0 Joo dx ; ·oo (h 

e ,. L(x) - e L(:1: ) 

for all n. This contradicts (25). 

3. Proof of Theorem 1.1 

• 

In our previous paper , the proof of the above mentioned weaker result was 
based on two important proper ties of the functions Lk . One of them was the 
divergence of the integra.! of 1/ Lk; we have already shown that the same property 
also holds for the function L. The other property was the estimate (26) below for 
the functions L~c instead of L. Thus, after having proved the following lemma., 
Theorem 1.1 can be proved by repeating the arguments given iu Canua.rsa, 
Komornik and Loreti (HJ99) . So, we ouly need to prove the 

LEMMA 3.1 Let n be a bo?lnded open domain 'in. R N. G-iven E: > 0 aTbitraTily. 
theTe is a constant c( E) such that 

II L(u)ll :::; si!'Vu l! + c(c)L(I!H I! ) (26) 
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Proof: Assume for simpli city that N ;::=: :1: t he cases of 1\' = ·1, 2 a re analogous 
and simpler. We reca ll that by the Sobolev imbedding tiJConmJ there exists a 
constant S such that 

//u ll~N/(N-2 ) :::; S//'Vn//2 

for a ll u E HJ(O). 
Given o > 0 arbitrarily, by Proposition 2. 1 there exists a c:o nst<lnL c(6) > 0 

such that 

L(x) 2 :::; o/x/(2iV+'I)/N + c(o) 

for all real x. Since 

N 1 N - 2 
2N + 4 = o:2 + (l - o:) -----;:;-

if a= 2/(N + 2), applying the iuterpolati ona l inequality we have, denoting by 
ID / the volume of n, 

1/L(u)/12 :::; ol/u llgZ1!~~Z + c(o)/DI 

:::; o(l/ui/2/(N+ 2l llu iiZ~iz~;~)(2N+4l /N + c:(o)/OI 

= ol/ui/ 4/NI/ ui/1;(N-2) + c(o) /fl / 
:::; oSI/u/1 4/NI/'V·u/1 2 + c(o)/0 / 

Since L ;::=: 1 everywhere in case of 1/ ·11. 1/ S:: I, hence we deduce the cst ini <Jte 

1/ L(u) /1 2 :::; oS I/ 'Vu /1 2 + c(o) /r2/Lk( l/·nl/) 2
, 

and (26) follows by choosing 0 = s - l c:2 . 

Henceforth assume that 1/u /1 > 1. Let us note t hat 

C(ab) S:: CC(a) + CC(b) 

(27) 

(28) 

for a ll real numbers a and b. Tncleed , assum ing for example that /1/, / 2 [/1 /, using 
(22) we have 

C(ab) S:: C(a2
) S:: CC(o.) < CC(a) + Ct (b). 

Now given u E HJ (D) such that 1/u./1 > I , se tting u := u//l'lf. // and a pply ing 
(28) we have 

1 L(u) 2 dx = ( L(u) 2 dx + / L('u.)2 ch s; /0/L(II ul/)2+ 
n l r" I:S: ffu fl .fful>ll ull 

j. (1 + /u /)2€(11.)2 dx S:: /0 /L( // nl/ f + 
fuf>!lu ll 

2C2 
/ (1 + /u /fC(v) 2 cl:c + 2C2 

/ ( 1 + /n/) 2 C( I/ ul/) 2 th 
.ffuf >llnfl ./1,1>11" 11 
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Since llull > 1 implies that 

1 +lui :S llull(1 + lvl) , 

we have 

h :S iiuli 2 
{ L(v)2 dx :S IIHII 2 IIL(v)ll 2

. 
}lul> \iull 

Furthermore, since lui > ll ull > ] implies that 

1 +lui :S 2lul, 

we have 

Substituting them into (29) we find that 

Applying (27) for v and using the inequality L(x ) 2: I xi we obtain that 

IIL(u) ll 2 :S (IDI + 8C2)L( II1LII)2 + 2C2 II ·uii 2 (6SIIY'vll 2 + c(5)IDIL(l )2
) 

:::; 2C25SIIY'ull 2 + {IDI + 8C2 + 2C2c(5)IDIL(J) 2 }L(IIull) 2
. 

For 6 = c2 / (2CS) the lemma follows. 

4. Proof of Theorem 1. 2 

• 

Without loss of generality we assume that vo and v1 vanish outside the interval 
(a+ 6',b- 6') for some 0 < 6' < 6. 

Applying Theorem 1.] we obtain control fun ctions ha and hb and a solution 

v E C([O, T]; HJ(a, b)) n C1([0, T ]; L2 (a , b)) 

of (J) satisfying ( 4) . Notice that , in particul ar , v is bounded. 
Let us consider, for every 0 < a < 6', a cutoff function Xa E C 2 (a, b) 

satisfying 

Xa(x) = 1 if a+ a < x < b- a, 

Xa(x) = 0 if a < :c <a+ T 1u orb- T 1u < x < b. 

We may choose it so that 

(:30) 



Semilinear wave eq uations 459 

A simple computation shows that for every 0 < a < 01 the function 'Ua := XaV 

solves 

with 

{ 

Vtt- Vxx - f(v) = ha in (a, b) X (0, T), 
v(a, t) = v(b, t) = 0 for t E (0, T), 
v(O) = Xa1lO and v'(O) = Xa'lll in (a, b) 

Hence, 

and 

h(x,t) = 0 for any a+o < x < b - o. 
lVIoreover, 

va(T) = vo and v~(T) = v1 m (a, b) 

and 

( :31 ) 

(32) 

(33) 

Now, by the same method used in the proof of Cannarsa, I<omornik and 
Lor_eti (1999) [Theorem l.l ], we conclude that the problem 

{ 

'lltt- 'llxx - f(u) = h a in (a , b) X (0, T) , 
u(a, t) = tt(b, t) = 0 for t E (0, T ), 
u(O)=uo and u'(O)=u1 in (a,b) 

has a unique solution 

ua E C([O, T ]; HJ(a , b)) n C1([0, T]; L2 (a, b)). 

The proof will be complete if we show that 

if a is chosen to be sufficient ly small. For this purpose, let us set 

Then , wa satisfies 

( Wtt( X, t)- Wxx(x, t) = <p(t , x , w(x, t))w(:c, t) in 
~ w(a, t) = w(b , t) = 0 for t E (0, T), 

(a, b) x (0, T), 
(34) 
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where r.p is given by 

r.p(t,x,w)= 11

f'(v<T(x , t)+>.w)d>., 

so that 

Using assumption (8) and estimate (33), we have that 

(35) 

Applying Canna.rsa, Komornik and Loreti (J 999) [Lemma 3. ] ] to problem (34) 
we deduce that the energy of wO' is bounded. So, wO' is a.lso bounded , and we 
obtain 

for some constant C > 0 independent of a. The standard energy estim ates may 
then be used to the prove continuous dependence ou initial conditions of the 
solution to (34), that is 

E~(t) := ~ :t 1b lwfl2 + lw~l 2 d:1;:::; ~ lb lw0'1 2 + lwfl 2dJ: :::; C' EO'(t) 

where C' denotes another positive constant independent of a. Therefore. 

and the proof will be comple te if we show that EO' (0) --+ 0 as a --+ 0. To prove 
the last claim we note that 

EO'(O) =! lb I(J - X<T)u1 l2 + 1(1- X<T) ·u.~ l 2 dx + ~ ;·.b l x~nol 2 (h. 
2 a 2 a 

Since the limit, as a --+ 0, of the first two terms in the above right-hand si de is 
0, we only need to consider the right-most term 

It is sufficient to establish the inequalities 

(36) 

and 

1'<7\ 
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For this we use Poincare's inequali ty as foll ows. Since 

for a ll a < x < a+ a, (36) fo llows by usiug (30): 

la+u l x~uo l 2 dx ~ c2a-21n+u l'nol2 d:r ~ c2 1a+u lu~ l 2 d:r . 

The proof of (37) is similar. • 
5. Proof of Theorem 1.3 

We argue as in the previous proof and consider a cv.tojj function x E C2 (a, b) 
satisfying 

X(X) = 1 if a+ 0 <X < b- 0, 

x(x) = 0 if a < x <a+ T 16 or !J - T 1o < ::z: < b. 

Then, applying T heorem 1.1 we obta in control fun ctions h" and h1, and a solu
tion v of (1) for which (4) holds true. A simple cornputatiou shows th at 'I t : = xv 
solves (6) with 

h = x f(v)- J( xv)- 2xxvx - Xx :cU 

and that conditions ( LO ), (1 I ) and (1 2) are also sat isfied. 
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