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Abstract: The classical Markowitz approach to portfolio selec­
tion leads to a biobjective optimization problem where the objec­
tives are the expected return and the variance of a portfolio. In this 
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1. Introduction 

Consider n risky securities S1, ... , Sn . Assume that ri is the return on security 
Si (i = 1, ... , n), J.Li = E(ri ) is the expected value of return ri , and the covari­
ance between ri and rj is CJij = E[(ri- J.Li )(rj- J.lj)]. In particular , the variance 
of ri is represented by uii· 

In order to reduce the risk, diversified portfolios are usually built for invest­
ments at the capital market. Let Xi be the share of the investor 's capital that is 
allocated to security Si. This defines a portfolio as a vector x = (x1 , ... , xnf 
with Xi 2: 0 for i = 1, ... , n and eT x = l where e is the n-dimensional vector 
of unit coordinates, e = (1, ... , lf. The portfolio x is characterized by the 
expected return 

n 

E(x) = LXiJ.Li 
i=l 

and the variance 
n 

V(x) = ). uiiXiXi . 
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According to the Markowitz (J 952) theory the investor intends to maxi­
mize the expected return and to minimize the risk measured with variance. 
Because these two objectives are typically in conflict, an adequate and rea­
sonable solution notion is that of efficiency (Pareto-optimality) . This leads to 
the classical and well-known portfolio optimization problem with two objectives 
(Markowitz, 1989, Linke, 1996, Elton , 1991 , and Sharpe, l 970) : 

where 

(P) F(x) -" v- min 
s.t. eTx = 1 
X = (XJ, ... , Xn )T 

Xi 2: 0, i = 1, ... , n 

F(x) = ( fl(~) ) = ( -~(x) ) = ( - .i~ . ILiXi ) . 

h( ) (x) I: Ciij X iXj 

1.,j= l 

A point (portfolio) x = (x 1 , ... ,xnf that fulfil s constraints e'~':r = 1 and 
Xi 2: 0, i = 1, .. . , n, is said to be an admissible point of (P) . The aim of thi s 
paper is to present a dual multiobjective problem to the Markowitz portfolio 
optimization problem (P) and to prove the so-called weak and strong duality 
assertions. Moreover , we will use the strong duality assertions to derive the 
necessary and sufficient optimality conditions for the portfolio problem. 

There are some comprehensive presentat ions of duality in multiobjective 
optimization, given by, for instance, Gopfert and Nehse (1990) , Jahn (1986), 
Nakayama et a!. (1985). Several authors applied general concepts of duali ty 
in vector optimization to specific problems or have established direct consider­
ation for such problems independently from a general approach. A first dual 
pair in linear vector optimization was given by Gale et al. (1951 ). Later, Is­
ermann (1978) introduced a dual problem in linear vector optimiza tion which 
turns out to be a direct generalization of the scalar linear duality. Duality 
for geometric vector optimization was analyzed by Elster et al. (1989). Ex­
plicit formulations of dual problems also have been derived for mul ticriteri a 
location and control-approximation problems by Tarnmer and Tammer (1 991 ), 
Wanka (1991a, l991b) . However, to our best knowledge, multiobjective dual­
ity for the Markowitz portfolio optimization problem has not been investigated 
until now. 

2. Solutions of the portfolio problem and the dual prob­
lem formulation 

Recall the definitions of efficiency and proper efficiency (GopferL , 1990; Jahn , 
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o o o T 
DEFINITION 2. 1 An adm·issible poi.nt :r= (:~: 1 , •.• , J.:.,) Ls said to bC' 11.'1/. effici.cnt 
point (or solution) to (P) 'if there is no admissible point :r = (.1: 1 ••••.• r,Jr such 

tha.t .fi (x) :S: fi (f), ·i = I , 2, anri fi (:r) < fj(:'{) fm a.t lca .. s/, one inrlc:1: .i E { I , 2}. 

This is the usual defini tion of the e fFi ciency (Pa ret.o-opt im <1iitx) i1 1 t. I1 P <"<lSC of 
two objectives. 

DEFINITION 2.2 An admissible point Y: = (.~: 1 , •• • , fn f is su.id /.o /Jr: n. ]J'IOJJCTly 

e. fficient point (so lut-ion) to (P) ·if there e:cists n sc:o.lo.riziny veclor; = (\ 1, ~2 )'~', 
0 0 0 0 () 0 () 

/\ ;> 0, i = 1, 2, such that AI f 1 (:r) + /\2 f2(.r) :S: At ./1 (:r) + /\z I2(.r) frn nll 
a.dmiss·ible po·ints :r. 

Obviously, a properl y effic ient poi til is an effic: ietJ t. one. No I (', IJUwever, 
that there exist different defi 11i Lions of properl y ef fi cient so lu t ions (C:ii1Jk•rt. <J lld 
Nehse, 1990) , the classical one hav ing been given by GcoJTrio JJ ( I <J6?\ ). Re­
lations between t he different definitions have been explained by C:bph·r l. and 
Nehse (1990). Jn particul ar, for convex oiJ jectivc hm cl.iOJJ S I he dcfinilioJJ on the 
oasis of Jinen r sca larizat ion (Def1 ui t ion 2.2) is an IISlJal <1 ppmach (.JalllL I <l86; 
Gi.ipfert and Nehse, 1990) and the properl y efFi cient solutiOJJ S dc>fiJJ Ccl i11 !h is wa,v 

are also properly erri cient in the sense of Gcoff'ri on (Gi.ipfert. and j\'t•!J s<'. I <J90). 
Our aim is to fo rmu late a multiobject. ivc dmd problem (P* ) to the portfoli o 

opt imi zation problem (P) and to verify the weak and st.rcJIIg dwility asscr l ions 
as well ns t he optim ali ty conditions for properly e rfi cieJJI. soliJti oJt s t.o (P) and 
efFici ent solutions to the dua l proble rn (P *) , rcspcct ivc:ly. 

For the portfolio opt imization problem (P ) \\'C' int rodu u· its clti<il (P';' ) as t il l' 
following bicri tcri a opt imization proiJkm: 

(P*) 'I) z = = ~ I' - lll ilX G( ) (
.IJJ(y,z) ) ( .::

1 

11 . . ) . 

· ' g2(y, z) z2- J~ 1 a ,j !J;:IJ:~ 
(y . . :) E B 

with the dual vnriables y = (y 1, ••. , y.,)"r E fl{", z = (-: 1 . .::2 )'~' E 11 ( 2 <Jitd the sd 

B of constrain ts 

B = { (y , z) E [i" x 11{2 ::lA 1 > 0, /\2 > 0 such t. lw I 
A1 z1c·+/\2(2ay +z2c) :S: -/\ 1 11. } 

( I) 

where vector 11 = (11 1, . .. , JLnf is t.h e vec tor of t il e ex pected rl'tums ;tncl a = 

(0'-;j)i.,j = l , ... ,n denotes the cova ri ance rn atrix to returns '1' 1 , ••• , ·t·,. T lw 11 0LaLion 
'L ' - max means here th e vector ma.x imi z<:1hon in the sense of dctcnnin<JI io11 of 
effi cient (Pareto-optima l) elcrncnts. An elclllcnl (poin t) (y, :.:) E iJ is ('a il ed 
admissible to (P*). Th e definition of' e fli cicnt solut.i ous to (P *) is <lll<ilogous to 
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0 0 -
DEFINITION 2.3 An admissible element (Y ,z) E B is said to be an ejfiC'ient 
solution to ( P *) if there is no admissible clement (y, z) E B s11.ch that .Ill (y, z) ~ 

gi(Y)) fori= 1,2 and gj(y,z) > gj (Y ,~) fo r at least one ·indc:1: oi E {1, 2}. 

Hereafter , we call probl em (P*) t.he dual portfolio optirni za.tion problem. 
This is because (P*) has properties that are characteristic for dual probl ems in 
multiobjective optimization. 

Consider two multiobjective optimizat ion problems: 
a minimum problem 

F(x) ----Y v - min 
xEA 

and a maximum one 

G(y) ----Y v - max 
y E B 

It is assumed that 

F(x) = (!J (x), 00., fm(:r))T, G(y) = (D J (y), 00 . , Dm(Y))T E lRm . 

The usual partial ordering in lR.m is defin ed by 

u = (ul, ... , Um)T ~ v = (vJ, ... , Vm)T if 'LLi ~ v; fori = 1, ... , 'IlL 

(2) 

(3) 

DEFINITION 2.4 The property that there ·is no x E A and no y E B s·u.ch that 
G(y) ~ F(x) and G(y) =/:- F(.T) is called the weak dualit y property fo r Jno blern:; 
(2) and (3). 

Definition 2.4 is a natural generali zat ion of the so-called weak duality prop­
erty within the usual scalar optimization with one objec ti ve fun ction, i.e. F(x) = 
f1 (x) E lR, G(y) = g1 (y) E R The weak duali ty means that G(y) :::; F(.T) for 
a ll y and :~.: admissible to the respective problems. T his is brieAy described by 
the formulation: 

supG(y):::; inf F(x). (") 

In general, a duality gap may occur which means that sup G(y) < inf F(x). lf 
inequality (4) is fulfill ed as an equality, then, we say that t he so-call ed strong 
duali ty occurs. Sometimes the strong duality property is uuderstood in the 
stronger sense, that is, there exist solu tions to inf F(x) and (or) supG (y) such 

0 0 

that ma.xG(y) = G(Y) = F(x) =min F(x). 
If multiobjective problems (2) and (3) with the weak duali ty properties have 

0 . 0 ....... , a , ......... , ~. \ 
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the problems have the strong vectm duality property. One can distinguish 
between a weak and a strong form of the strong duality depending on the fact 

whether the equality F(l:) = c(/;) is fulfill ed only for a certain (single) pair of 
0 0 

points x andY or for a ll (properly) efficient elements to problems (2) and (3), 
respectively. Jncleecl, it follows from the weak duality property and the equ ality 

of the objective function values G(Y) = F(:~) that Y as well as g: are effici ent to 
the corresponding problems (3) and (2) . 

The weak form of the stroug duality property can be interpret.ecl geometri­
call y as touching of the image sets and also of the effi cient frontiers of problems 
(2) and (3) in single points. Similarly, the strong form of the stron g du ality prop­
erty means that the efficient frontiers coincide a t least for a ll e ffi cient points to 
(2) or to (3) or even for all efficient points to both problems (2) a nd (3). We 
have to distinguish between th ese different cases because it nwy happen that 
there are efficient points to problem (3) for whi ch there is uo corresponding 
efficient point to problem (2), and vice versa. Tn this situat ion we have onl y the 
coincidence of parts of the effic ieu t frontiers of both problems. ftt other words, 
the efficient frontiers of problems (2) and (3) can have a common in tersrc:t ion 
or eve11 coincide in the case of the strong dua li ty property. OtiJerwise, nncler 
the assumption of the weak duality property t here may be a dnality gap as in 
scalar optimization. 

From Definition 2.4 it follows t hat the proper ty of weak duality provides 
an opportunity to construct lower bounds for e ffi cient solutions of the pri rn a] 
problem (2) and upper bounds for eHlc:ient points of th e dual problcrn (3) , as in 

scalar optim ization. For example, if we are given a11 aclrn issibl e poin t:'/; t.o tl w 

dual problem (3), then G(Y) represeuts a lower bound in tltc st'nse tl1 a.t t here 

arc no admissible points x to the prim a l problen1 (2) such that F(:1:) :::; G(:u) i lllcl 

F(:r) of. G(Y) with respect to the partial ordering considered for probl ern s (2) and 

(3), respect ively. If we find an admi ssible poiut :~ fulfillin g F(:~:) = C(:'/;), then 
its efficiency is guaranteed. In the case of the strong duality properties, one ca n 

solve the dual problem (3) getting an effici ent solution Y and the corresponding 

G(v). This yields the objective function value F(f) = G(v) of a primnl cfflc ient 
0 

solu t ion x, i.e. the remaining problem is to solve the equat ion F(.c) = .G wit h 
0 

the known right hand side g = G(Y). 

An a.cld itional opportunity is t he formuh1lion of optimali ty co ttditi ons to the 
primal and dual problem by means of st.rong duality. This gives also c:o udi t iott s, 
equations or inequalities etc., for the determin at ion of efficient. soi11Liott s. Thus 
the assertions of dua.lity play a useful role both in sca lar optimi zation and in 
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3. Weak duality 

Tn t he remainder of the paper we will poi11 L out weak duality <IS well <lS st.rong 
duali ty for t he portfoli o optimizat ion problem (P) and its diJ <li (P") . We start 
wi th the weak duali ty theorem (cJ. Defini t ion :2.4). 

THEOREM 3.1 Th ere is no admiss ·iulc poiTI.t J: to (P) awl no ndm.issiulc poiTI.t 

(y, z) to (P*) such that G(y, z) :2: F'(:~;) rL'II.d G(y, z) /= F(:r). 

P roof. Let us assume that the assert ion of Theorern 3.1 is not t. rut>. T lwll 
there exist x admissible to (P) and (y, z) adm issible Lo (P*) wit.h c.orrespolld ing 
numbers )IJ > 0 and >-2 > 0 and a vector /,: = (1.: 1, k:2 )7' != (0, of, /,:1 :2: 0, /,:'2 :2: 0 
sat isfying the equation G(y, z) = F( :~;) + k. Thi s im plies r.lwt 

A1 J,( x ) + >-2h(x ) = /\ ,g, (y, z) + A2[]2(y, z)- >. ,!.: , - /\2/,:2 

< /\19 1 (y , z) + /\2g2(1J, z). 

On t he other hand, we will show that. 

which leads to contradiction. 
'vVe may note that from the inequali ty defilli ng the sc~ t of coJJsLniiu ts B of 

(P*) with x :2: 0 (i .e. :r i :2: 0, i = I , . .. , n.) it foll ows that. 

0 :2: xT [>. l ({t + z1e) + A2(2CJy + z2c)]. 

The above inequali ty allows to obtain 

>-dl(x) + Azh(x) = >- 1 ( - E(x)) + /\2 V(1:) 
n n 

A1 (- I: l '·i:J:i) + /\2 I: J:;:r:j CT ij 
i= l ·i i= l 

> >. 1 (-xT I' +:J;T(p.+; 1 c) 
n 

+ A2[ L ;t:;.XjCTij + x'~'(2CJy + Z2c) ] 
(5) 

i,j = .l 

A 1 z 1 x'~'e + A2:<] CJ:J; + '2Az:r:TCT!J + /\2 .-::2 .r: ·1·e 
A1 z1 + A2z2 + Az(x + 2y)T CJa: 

because of xT e = eT x = l and CJT = CJ , i.e. , .1:T CJY = yTCJT:r: = y'~'CJ : i: . 
Using the Schwarz inequality for positive semidefinite syrn r1rc•.tri l' matri ces 

(see the following Lemm a. 3.1), i.e. 

-2yTCJX~ 2(yTO':IJ)~(:r'T'CJ.T)~ ~ :IJTO'y +xTCJ:r 
(with 2ab ~ a2 + b2 , a= (yTCJy)~ , b = (:rT CJ:J :) 1 ), 

(G) 

we obtain 

·~ 'rp 
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By substituting (7) into (5) we get 
7' . 

)'l.fl(x) + >..2f2(:r) 2': >.., z, + >..2.::2- A2Y ay = A,g, (y , :::) + A:! .l/:! (.11, .:) 

which completes the proof. 

LE TviMA 3.1 Let a = aT be a pos-itive scmidcfi:'nite (n, n) -m.al:ri:r. Then. 

ivTa.ri :S (yT ay)~ (1?'a :1: )1 . 

fi97 

Proof. Tt is well known that for a positive definite malrix a = ()' ·r , (t; .. t:){J := 

yTaJ: defines a scalar product. T lms, in equn li t.y (8) represents the Schwar:c 
inequali ty for that scalar product. If a is on ly positi ve selllid l'finiLc, several 
cases have to be considered. For yTaJ: = 0, inequali ty (8) is Lrivi ;dl v fulfilled . 
If y'~'ax :/= 0, inequality (8) can be proven in il simi lar manner as for positi ve 
definite matrix a. Namely, starting with 

0 :S (y - A:rf a(y- Ax)= :IJT ay - >..:r'1 ay - >..yT (T:J: + >.. 2 .1'~'a: 1 

and substitutiug 

)... = (yT ay)(yT ax )- ' ' 

we obtain 
T T ? T ? T 0 :S -y ay + (y ay)-(y ax)--(:~: ax). 

Therefore, for y such that yT ay :/= 0 ineqmdity (8) foll ows fron1 (D). 

(9) 

For y such that yT ay = 0, in equali Ly (0) CaJ IIJ Ot be divided by :t/ay. ::Vlore­
over, (8) is violated because yT a.T f= 0. This sit.wllion, however, is irnpossiblc 
since yTax :/= 0 impli es also yT ay :/= 0. To verify thi s, let us ussurn e th at 
yT ay = 0 for some y :/= 0. Let >..1, ... , A k > 0 , A k+ J = ... = /\ 11 = 0. /,: :S n - ·1, 
be the eigenvalues of a with the correspondin g system of orLhononn al eigenvec-

"' tors y' to A.;., i = 1 , ... , n . LeL y = Z om' . Since ay' = 0 for i = /;: + I , . ... n, 
i = l 

we obtain 

,, 
'\" ') 

= 0 >.. ;n;:. 
·i= l 

This implies t hat o: 1 = 0:2 = . .. =a:~;. = 0. Thus, 
n n 

Y = L O:i!J
1 aud ay = L o:.;ayi = () , 

i = k + 1 ·i= k ·l I 

that is, from yT ay = 0 it necessaril y follows that ay 
yTax = xT ay = 0 whi ch contradicts yT a.1: :/= 0. 

'T' 

0. H eiiCl\ t. li ere is 
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4. The scalarized problem 

In order to establish the strong vector duality we need the following proposi­
tion concerning optimality conditions for the scala.ri zed portfolio optirnizat i011 
problem (P>.) (,\ = (,\1, >-2) , Ai > 0, i = 1, 2) corresponding to (P): 

(P>.) inf 
s.t. eT x = 1 

Xi 2: 0 , i = ] , ... , n 

This is a. quadratic programming problem. For such prob lems then-~ exists a 
well elaborated duality theory (El ster eta!. , 1977; Dorn , 1960). For our special 
problem (P>.) a. suitable dual problem is: 

(P,\) sup { - ,\2YTO"y +w} . 
y E lR.n, w E lR 

2A20"Y +we 'S -AJJ.l 

Due to the classical (scalar) duality theory, problems (P>.) and (P;) satisfy 
the strong duality property, i. e. iuf(P>.) = sup(P;). Moreover , the dual problem 
(P;) is always solvable. By means of the duality, the optima lity conditions can 
be derived. 

PROPOSITION 4 .1 Let x be a solution to (P>.) . Ther e ex·ists n solution (I] , 'lV) to 
(P;) fulfilling the following opt·imality cond-itions: 

i) fF O"'fJ + xT O"x + 2'fF O"x = 0 , 
ii) xT(2A20"Y +we+ Alft) = 0. 

Proof. Because of the strong dua li ty and th e solvabi lity of (P,n t!tc opt im al 
objective function values of (P;...) and (P,\) for the solu tions :1: and (:V, tl>), re­
spectively, are equal. That is 

0 = -Al}lT X+ A2 XT 0':1: + A2'f/O"fj - 'IV . 

It is stra ightforward to verify t he following equality: 

0 = 2A2YT O"X - xT (2A20"Y + 1ve) + 'IV . 

Adding (11) to (10) , we obtain 

0 -Alf.lTX + A2XT O"X + A2YTO"fj- w 
+ 2>.2yT O"X- xT(2,\2cr[} + 'lve) + ·w 
,\2 [YT O"fj + i;T O'X + 2yT O":r] + [ - xT (2,\2afJ + 'llJe + /\ 1/l)] . 

( I 0) 

(II) 

( 12) 

Due to (6) and since x and (Y, z) are CJdrnissiblc to (P,\) and (P;), respect ively, 
the two expressions in the last line of (12) a re nonnegat ive. 1-lenc:c, equat ion 
(12) implies tha t the terms inside the sq unre brackets are eq tml to zero, i. e. -i) 
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REMARK 4.1 The second condit·ion of PTOposi.tion 4.1 can IJe in.tr:rpreted as the 
complementary slackness condition. 

Note that if conditions i) and ii) of Proposition 4 .1 are satisfied for :I: and 
(y, w) admissible to (P") and (P;), r espectively, then i a nd (y, iii) are (opti­
mal) solu tions to the corresponding problems. This results frorn the proof of 
Proposition 4.1: if we begin with (12) , weobt.ain (11 ) a.nd ( 10). B ttL ( 10) is the 
equality of the objective function values of (P>-.) and (P;) and , therefore, i is a 
solution to (P") and (y, w) is a solution to (P~\), because t.hey arc aclrn iss ible. 
Thus, we get the following assertion: 

PROPOSITION 4.2 Let i be f easible to (P>-.) and (Y, ·ijj) f easible to (P;). More­
over, let conditions i) and ii) from. Propos-ition 4.1 be wti8.fied. Then :f: and 
(Y, w) are optimal solutions to (P") and (?_\), respective ly. 

REMARK 4.2 Condition i) of PTOposdion 4.1 is equ·ivalent to 

iT O"(i + y) = 0 and yT 0"(:1: + y) = 0. 

Proof. Adding up the two equations of (1 ~~) implies immediately i) . 

( 13) 

To verify (13) starting from condition i) let us analyze in equality (6). From 
i) we see, replacing x with i and y with '[}, that ineq ua lity (G) is fulfill ed as 
equation. Hence, 

-2iT O"fj = 2(i/<Jy) ~ (i:TO"x) ~ = flay+ iTO" X . 

Substituting a = (fr O"Y) ~ , b = (xTO":t: )~, we obtain 2ab = a 2 + b2 wh ich is 
equivalent to a= b, i. e. yT O"'fj = i"7 O"i: . With condition i) t hi s y ields 

0 = ~ [yT O"fj + i;T O"X + 2yT O"Xj = ~ [2xT O"X + 2'fjTO"ij 
(x + y)T O"X = XT O"(i + y) 

aud, analogously, 0 = y'I'O"( i + y). Th erefore, ( 13) is true . • 
5. Strong duality 

Now, we are able to prove the strong dua lity theorem for Lhe rnult iobjective 
portfolio optimization problem (P) and its dual (P*) . 

THEOREM 5.1 If !I is a properly efficient solution to (P). then there c.Ti8ts an 
0 0 -

efficient so lution (Y, z) E B to (P*) which holds the equality of the olnecf'ive 
function values 

0 0 0 

F(x) = G(Y, z) . 

0 

Moreover, with the corresponding scala.rizing n1lrnbers .A;> 0 , ·t. I , 2 (see 
n _.c _ :. .J.: ___ tn 1111 £. 0 0 

J ( ,., \ 
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oT o oT o oT o 
i) Y aY + x ax + 2 Y a x= 0 

implying 
oT o o oT o o 
x a(x + Y) = 0 , Y a(x + Y) = 0 , 
0 T o 0 o o 0 

ii) x [>.1 (,u+ z1 e)+ A2 (2 a Y + z2 e)]= 0 . 

Proof. Let !f be properly effi cient to (P ). From Defin ition 2.:2 ol proper ef-
o 0 

fi ciency it follows that there exi ~t.s a con csponcling scnlari zing v0c tor ,\= (,\ 1 , 

o , , o o l oT 0 

,\2) 1 , ,\;> 0, i = 1, 2, such t hat ,\ F(:~.:) ;::: >, F(:r) fo r all adrni ssibk :~ : io (P ). 
J n other words, !f is a solu tion to the scala ri zed problcnr (P .. ). Wi I I 1 t l w <lss igr1 ecl 

,\ 

dual problem (P::) we have th e strong du ality propert:v and also tlw cx istcr1 ce 
,\ 

0 0 

of a dual solu t ion (Y , w), i. e. min (P .. ) = nwx(P.'~ ). Witl1 c:o r1diLioll s i ) a r1 cl ii ) 

" " of Proposition 4.1 , condi t ion i ) of Theorem S. l is sn tis fiecl (it lr as CX< Iel.ly the 
same form as conditi on i) of Pmposit ion ,J.I ). I'v1orcover, th ere is 

0 T o o 0 o 
x (2 ,\2 a Y + we+ /\ 1 f..£) = 0. ( I cl) 

a o o T 
\ iVc deftn e z= (z1,z2) · by 

( IS) 

.Let us fir st es tabli sh the st rong duali ty rela t.ionsh ip F(:?:) = G(:u, ~). Fo ll ow irr g 
. 0 0 

thi s, we check the admissibility of (!J, z) with respect t.o (P*). ( \ nr siclcr t. hc 

components of c((;, ~ ) = (g 1 (:u ,.~), g2(:u, ~)f . Due to ( l ~1 ) ancl i), tlr cn~ is 

0 0 

91 (Y , z) = 

0 0 

.!J2(Y , z) = 

o _ T ?._ ~ .o. _ _o, _ u 
Zr- - t£ X- - L... J.l·i .!; - - E( .r) - fr (:t:), 

i = 'l 
0 aT o oT o r/1' o 
z2 - Y aY= - 2 Y a ~r - Y a Y 
a T o n o o . o o 
1; a J;= I: a ;j x;.:r: .~ = V (:~:) = f 2(J:) 

'i, j = l 

o Oo oo -
which means F(x ) = G(Y , z) . To point out (Y, z) E B (i.e. <l<irni ::;s ibilit y) , we 
calculate, taking into consideration ( I "I) ami ( 15), 

0 0 0 0 

Al Z J + A2 Z2 = ( I (i) 

Notice tha t (y, ·!l;) is admi ssibl e to (r') (it. is even a sohrtion of ( P.~)) . There-
~ ~ 

fore, it satisfies the i nequa I i ty 

0 0 0 
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Repl acing {I; with (16) , we obtain 

o o o 0 o 0 o 
2 -\2 cr Y + Al z 1 e+ .A2 z2 e S - Al ft 

and, further 

0 0 0 0 0 

Al (!t+ ZJ e)+ -\2 (2cr Y + z2 e) S 0. 

The last inequality is required to gua rantee (7/) ) E B. Fi na lly, the equation 
0 0 0 0 0 

F(x) = G(Y, z) and the weak duali ty asser t ion of Theorem 3.1 shows tha t (Y ,z) 
is efficient to (P*). 

Equations (1 4) and (1 6) imply condition ·ii) of Theorem 5. L Thi s completes 
th e proof. • 

6. Conclusions 

In this paper, we have considered a dual mult iobjective optimi zation problem 
(P*) to the classical Markowitz port foli o optimi zation problem (P ). F'or the 
Markowitz problem we have considered the so-called properl y eH1cient solu tions 
while for the dual problem - the effi cient solu tions. The weak and strong du­
ali ty assertions have been deri ved (Theorems 3.1 and 5.1). Tn part.i cular , a 
linear scalarization of the Markowitz problem was used to gain these results. 
Moreover , the strong duali ty assert ion has been used to obta in the necessary 
optimali ty conditions. We note, without proof, th at th ese cond iti ons t urn out 
to be sufficient, too. For the scalarizecl problems (P,\) and (P,~) t.his has been 
expressed in Proposition 4 .2. 

In scalar linear programming, it is possible and a lso useful Lo give an eco­
nomic interpretation of the dua l probl em and of Lhe dual vari nbles (Paclberg, 
1995). Such economic or capital market interpretation c:oulcl a lso be an inter­
es ting completion of our mathematical investigat ions but., until now, we were 
unable to give one. We want to address thi s problem a nd involve resea rchers in 
the area of capital market theory. 

Finall y, let us point out that our approach can also be applied t:o construct 
dual multiobjective problems to some generalizations of the classica l Markowitz 
portfolio problem, e.g. to portfolio problems allowing short sales or to problems 
with other types of constraints. Thi s wi ll be presented in a forth coming paper. 
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