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Abstract: Second order sufficient optimality conditions (SSC) 
are derived for optima! multiprocess eontroi problems. For that pur­
pose the multiprocess control problem is transformed into a single 
stage control problem with augmented state variables which com­
prise the state variables of all individua.l sta.ges as well as the switch­
ing times as choice variables. This tra.nsforma.tion allows to a.pply 
the known SSC for single sta.ge control problems. A numerical test of 
SSC involves the solution of an associa.ted R.iccati equation together 
with boundary conditions adapted to the multiprocess. Sensitivity 
analysis of pa.ra.metric multiprocess problems can be based on SSC. 
A numerical example of the optima! two- stage control of a robot 
illustrates both SSC and sensitivity analysis. 

Keywords: multiprocess control systems, second order sufficient 
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l. Introduction 

Multiprocess control problems and their grea.t potential for practical applica­
tions were first drawn to the attention of the control community through the 
pioneering work of Gutenbaum (1977, 1979, 1988, 1996) , Clarke a.nd Vinter 
(1989A, B), Tomiya.ma (1985), Tomiyama and R.ossana (1989). vVe a.dopt the 
definition of Clarke and Vinter (1989B) that "optima! multiprocess problems 
a.re dynamie optimization problems involving a collection of eontroi systems, 



12 D. AUGUST i i'\ a11d H . :\·I AlJRER 

eoupled tbrough eonstra.ints in the encl points of the eonstituent st.at.e t.rajecto­
ries and the eost funetion". A uni fied tbeory of neeessary opt.irna. li t.y c.onditions 
for a. very general optimal multiproccss eont roi problem has bee11 cl evelopecl in 
Clarke and Vinter (J 989B) using teclm iques from Nonsmoot h A nal ysis. 

Optimiza.tion algorithms for eon t.rol problems are usually bc1.secl on neces­
sary conclitions. Clarke and Vinter (1989B) cliscuss a. number oJ' a ppli c.ation s 
to illustra.te the use of necessary eondi Lio ns .. in partieular t.hose condition s that. 
a.rise from the eonea.tena.tion of sta.ges . ]-lowever, numerical exa rnples a.re mostly 
restricted to cases where optima! solu tions can be computed expli cit.ly. Guten­
ba.um (J 996) desc.ribes a gen er al metboclology for solving mul t i proeess eontroi 
problems using the dynamie progra.mming priu eiple. Solution Jnethods for solv­
ing the boundary value problem a.ssociated with the maxinmm principle are 
presentecl in Chudej (1994,1 996) where a eornplicatecl problem frorn aerospaee 
engineering is solved. 

The purpose of tbis pa.per is to suppl ern ent the first order necessary con­
ditions by the seeoncl order suffic:ient c.onclit ions (SSC) and rnethods for sensi­
tivity a.na.lysis. In recent years, SSC and sensitivity a.nalysis have been exten­
sively stuclied for single sta.ge problems; see, e.g. A ugustin and ;\tlnm er (2000) , 
Mala.nowski (J 995) , Ma.lanowski and Mam er ( F l96), Mamer ( 1995) , l\lfa.urer and 
Peseh (J994), Maurer and Pi ckenbain (J99G), Zeidan (1994 ). fn these papers, 
the numerica.l c.heek of SSC and the eomputa.tion of sensit ivity diff(~renti al s of 
optima! solutions with respect to perturbations are linked to bonn dary value 
methods. A numeric.al test for SSC requires that a R.iceati equatiou associatecl 
with the nomina.l solution have a bounclecl solut ion. Mnltiprocess probl ems c.an 
benefit from these results for single sta.ge problems by a transforrnat ion whieh 
a llows to view the multista.ge eontroi problem as an augnwnt.ed single sta.ge 
problem. Tbe augmentcel sta.te compri ses the sta.te variabi es of all individual 
stages as well as the switching points as choice variables . 

In Section 3, we review SSC for single stage eont.rol probl ems in Lhe presenee 
of genera.l mixed botmeJary eonclitions. Sec.tion 4 diseusses t.he red uction of a 
multiprocess to a single stage process and evalua.tes tl1e Riceat. i equ a.tion and 
bonndary c.ondition for the multiprocess eontroi problem . T he novel feat. ure 
is an augmented Riecati equation exbibiting aclcli t ional eorn ponents nssoc:iated 
with the unspeeified switehing times. Tu Section 5, a two- stage robot eontroi 
problem is solvecl and SSC are c.heeked numerieally. A scnsitivit.y <.ll la lysis of 
optima.! solutions is concluc.ted with respect. to the load mass DS panun etcr. 

2. Multistage optimal eontroi problems 

T he multiprocess optima] eont roi problem (l\11 CP ) i s clefined on a t. i m f~ int.erval 
[O, t f] with unspeeified fina] time t f . T be proeess i s dividecl i H to a. given number 
N > l o f sta.ges w hi eh are eonsiciered on t i me intervals [ t j -1, t i ], .i = 1, 00 . , N, 
forming a. pa.rtition O = to < t 1 < 00. < t1_ 1 < t1 < 00 0 < f N = t f of the 
total time interval [O,tfl · The switehing points t1, j = l ,oo ., N - l , are not 
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specified and hence will be treated as choice variables. The dyna.mics for the 
absolutely continuous s ta te varia.ble x E W 1•00 (0, t f; lRn) and t he essentia.lly 
bounded control va.riable u E L00 (0,tf,IR.m) is given by 

±(t)= f(j)(x(t), u( t)) , t E [ tj-1 , tj], j = 1, ... , N. (1) 

The functions jU) a.re a.ssumed to be C 2- functions on suita.ble open sets since 
we intend to derive second order sufficient conditions. The deriva.tive i:(t) at 
po in ts tj, j = l, ... , N- l, is understood a.s left, respectively as right derivative. 
For simplicity, the bonndary conditions for the state variabies are given in the 
special form that some components a.re specified at each point t7 , 

xi(tj) = aij \f i E Ij C {l, ... n}, j =O, 1, .. . N, (2) 

with given index sets I j. Then, the optimal multiprocess control problem (MCP) 
is stated as follows: determine a control function u E L00 (0,tt ;IR.m), a state 
function x E W 1·00 (0,t1;IR.n) and switching times tj,j = l, ... ,N, which min­
imize the cost functional 

(3) 

subject to dynamics (1) and boundary conditions (2). 
In this formula.tion we have a.ssumed that the state variable is continuous 

across s ta te junction times. However, the techniques developed in t his pap er 
would allow to relax this continuity assumption. Namely, instead of the simple 
bounda.ry condition (2) more general boundary constraints 

~(x(O), x(tl), x(ti), ... , x(tj) , :r(tj), ... , x(tN )) =O 

a.re tractable as well as a cost functiona.l of the form 

F(x, h, ... , t N, u) = g(x(O), x(t1), x(tt), t1, ... , x(tj), x(tj), tj , ... , x(tN ), t N) 

(4) 

N t_i 

+L f L(j)(x(t) , 1t(t)) dt. (5) 
J=l t_i-1 

S uch problems inducle certa.in types of impulsive eontroi problems (see Rempala 
and Zabczyk, 1988, Silva and Vinter , 1997) but these generalisations would 
lead to a rather complicated form of transversality and bonndary conditions. 
Moreover, the following approa.ch is a.lso suitecl to inducle mixed control- state 
inequality constraints 

C(j)(x(t),u(t)) ::;o, tE [tj_ 1 ,tj], j=l, ... ,N. (6) 

However, to simplify the presentation we refrain from these extensions and 
confine ourselves to the discussion of the unconstrained MCP. 
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3. Review of SSC for single stage optimal eontroi prob­
lems with fixed finał time 

We briefly review seeond order suffieient optimality eonditions (SSC) for a. 
single stage optima.! eontroi problem with fixed fina! time. To avoid nota.tional 
eonfliets with the multiproeess eontroi problem (MCP) we denote the sta.te 
variable by y E IRnv and the eontroi variable by v E 1Rm", where the dimensions 
ny and mv will be a.da.pted to the MCP in (1)- (3). Furthermore, we use the 
time variable s to distinguish it from the time varia.ble t in the MCP. The 
following autonomous eontroi problem in the fixed time interval [0, 1] will be 
denoted by CP: determine a eontroi funetion v E L00 (0 , l; IRm,.) that minimizes 
the funetional 

l 

F(y, v) = j L(y(s), v(s)) ds 

o 
subjeet to 

iJ(s) = f( y(s),v(s)) for a .e. s E [O, 1], 
<p(y(O), y(l)) =O . 

(7) 

(8) 

(9) 

It is assumed that the funetions L : JR.ny X JR.m" -> JR., f : JR.n" x JR.m" -> JR.nu 
and <p : IR ny x JR.nv -> JR.r, O ::::; r ::::; 2ny, ar e C 2- funetions on appropriate 
open sets. We suppose furtber that there exists a fea.sible pair of funetions 
(y, v) E W 1•00 (0, l; IRny) x L00 (0 , l; JR.m") satisfying the eonstraints (8) and (9). 

The first order neeessary optimality eonditions for a.n optima! pa.ir (y, v) 
are well known in the literature. The Ha.miltonian funetion H is defined by 

H(y,v,.A)=L(y,v) + .A*f(y,v), .AE1R.n", (lO) 

where ,\ is the adjoint varia.ble and the asterisk clenotes the transpose. Hence­
forth, partia! first and seeond order derivatives are denoted either by D, respee­
t ively D 2 , or by subseripts. In the following, the hypothesis will be made that 
first order neeessary eonditions are satisfied in normai form with a. non-zero 
eost multiplier . Henee, we assume that there exist Lagrange-mu]tipliers 

sueh that the following eonditions hold for a .e. s E [O, 1]: 

5-(s) = -Hy(y(s), v(s), .A( s)), 

(-.A(O) , .A(l)) = D(y(O) ,y(l)) [p* <p](y(O),y(l)), 

Hv(y(s), v(s), .A ( s))= O, 

H(y(s), v(s) , .A( s))= const. 

(11) 

(12) 

(13) 

(14) 

In the sequel, the notation [s] will be used to denote a.rguments of funetions at 
a referenee solution y( s), v( s), .A(s) and p. 
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SSC can be obtained by studying the behavior of the second variation on the 
variational system associated with equations (8) and (9). One basie assumption 
for SSC is the strict Legendre-Clebsch condition 

Hvv [s] 2:: c · Im., for all s E [0, l], c > O, Im" unity ma.trix. (J 5) 

Then, SSC follow from the property tha.t the qua.dra.tic form of the second 
variation is positive definite on the va.ria.tional system associa.ted with equa.tions 
( 8) and ( 9). Instea.d o f discussing t he second variation ex p lici tly we s hall resort 
to a.nother sufficient condition which gua.ra.ntees positive definiteness of the 
second variation. This condition is based on R.iccati equations and turns out to 
be helpful for the numerical verification of SSC. 

Let Q E W 1•00 (0,1;Mnu,nJ be a. symmetric (ny,ny)-ma.trix function for 
which we consider the R.iccati equation 

Q= -Qfy[s]- fy[s]*Q-Hyy[s]+(Hyv[s]+Qfv [s] )Hvv[sr 1 (Hyv[s]+Qfv[s] )*. (16) 

Boundary conditions for Q(O) and Q(l) are imposed by the requirement tha.t 

(ho , hl)* [n[y(o),y(l))[p*<p](y(O),y(1)) + ( Q60) -3(1) ) J (ho, hl) >O (17) 

hołd for a.ll (ho, hl) E JR.nv x lR.n", (ho, hl) #O, sa.tisfying the linea.rized bound­
a.ry conditions 

Dy(O) <p(y(O), y(1)) ho+ Dy(l) <p(y(O), y(l)) h1 =O. (J 8) 

The following SSC ha.ve been developed in Maurer and Pickenhain (1995) and 
Zeida.n (1994). 

THEOREM 3.1 (SSC for optimal control problems with fixed final time) 
Let (y , v) be admissible for problem CP. Suppose that there exist multipliers 
(>..,p) E W 1•00 (0, l;JR.nv) x lR.r such that the Jollawing conditions hold: 

(1) the first order necessary conditions (11) - (14) are satisfied; 
(2) the strict Legendre- Clebsch condition (15) holds; 
(3) there exists a bounded so lutżon Q(t) oj the R.iccati equation (16) such that 

the boundary conditions ( 1'l) and ( 18) a re fulfilled. 
Then, there exists c > O and a > O such that the co s t functional can be estimated 
from below as 

F(f), v) 2: F(y , v) +c [ IIY- Yllf.2 + llv- vll~ l 

for all admissible (Y, v) with IIY - Y l koo + llv - v li oo ::; a . In pa:rtiC'u.lar-, (y , v) 
provides a strict weak local minimum for problem (CP ). 



16 D. AUGUSTJN and H. MAURER 

4. SSC for multiprocess optimal eontroi problems 

We shall obtain necessary and sufficient conditions for the muitiprocess control 
problem (MCP) in (l)-(3) by transformingitinto a single stage control problem 
of the form CP described in (7)-(9). This approach requires augmented state 
variables and a transformation of the time variable in each stage. R.ecall the 
partition O = to < t 1 < ... < t1_ 1 < t1 < ... < tN = tf of the MCP with 
unspecified t im e po in ts t 1, j = l, .. , N . T he t i me intervai [t j -l , t j] i s mapped 
to the fixed time interval [O , ]] by the transformation 

t=tj_1 +s·Tj, sE [O,l], Tj:=tj-tj-l, j = ], ... ,N . (19) 

Such time transformations have often been used in the literature; see, e.g. 
Hestenes (1966, p .297), and Tomiyama and Rossana. (1989). The state vari­
abies x, respectively control variables u on the interval [tj_ 1 ,tj ], j = l, ... , N, 
are eonsiciered as functions of the new time varia.ble s E [0, l] according to 

x(j)(s) := x(t1_ 1 +s · Tj), uUl(s) := u(tj-l +s· Tj) , s E [0, 1]. (20) 

Then, the MCP becomes equivalent to a single stage eontroi problem of the type 
(7)-(9) by defining augmented state and eontroi variabies 

y := (x(l), T1, x<2), 72, . . . , x(N), TN) E IR.n", ny = N· (n + 1), (21) 

v := (u(ll,u<2l, ... ,u<N)) E IR.m .. , mv = N· m, (22) 

where Tj = tj - tj_1 are treated as choice variables. Using the transforma.tion 
(20) we obtain the dynamical system 

dr d: = O, s E [0, l] . 

This dynamical system and the boundary conditions (2) , i.e., 

xi(tj)=aij V·iEJjc{l, ... ,n.}, j=O,J, ... ,N, 

can be written in condensed form as 

y(s) = f(y(s),v(s)), s E [0, J], cp(y(O) , y(l)) = O, 

where the functions f : JR.nJJ x IR.m " ----> IR.n11 and cp : JR2 n,, ----> IRT, 
r := 2:::{:0 card(Jj) +(N- l)n, are given by 

f(y,v)= 

71 . jU) (x<ll, vUl) 

o 

TN. j(N)(x(N)' V(N)) 

o 

(23) 

(24) 

(25) 
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(x~l) (O) - aio) iE lo 

( () ) (x/ (1)- aij)iEI; 

x<J+l) (O) - x(j) (l) _ 
J-l , ... ,N-1 

(x~N)(l)- aiN)iElN 

r.p(y(O), y(l)) = (26) 

The terros x<H 1l(O)- xUl(l) a.ppearing in the function r.p reflect the fact that 
the original state variable x(t) is continuous at the switching times tj. Fina.lly, 
the cost functiona.l (7) is to minimize 

l 

F(y, v) = f L(y(s), v(s)) ds, 

o 

N 

L(y, v) :=I: Tj · L(j)(x<j),u(j) ). 

j = l 

(27) 

First, we discuss the necessa.ry conditions (11)-(14) and consider the adjoint 
va.ria.ble in the pa.rtitioned form 

,\ = (,\<ll, ,\~1 ) , ,\(2l , -\j2l, ... , ,\(N) , -\jN)) E IR.n", 

).UlEIR.n, ,\y)EIR., j =l, ... ,N . 

The a.ssociated Ha.miltonia.n functions a.re 

H(y v -\) = ""N T · HUl(x(j) <l(j) )_(])) 
' ' UJ=l J ' ' ' 

H(j) (xUl, u(j), ,\ (j)) := LU l (xUl, u Ul) + (-\Ul)* jU) (x<j), ·u(j)) . 

(28) 

(29) 

The a.djoint equa.tions (11) split into equations for j =l, ... , N with s E [O, l] , 

)_(j)(s) -Hxul [s]= -Tj ·H~{;> [s], (30) 

>-Yl(s) -HTj [s]= -HUl [s]. (31) 

Now we insert the function r.p in (26) into the transversality condition (12) 
w hi ch is repeated here for convenience with a. multiplier p = (Pij) E IR.r, 

( --\(0), -\(1)) = D (y(o),y(l)) [p* r.p](y(O), y(l)) . 

Exploiting these conditions with respect to the sta.te variabies x(j) we find the 
following bounda.ry and junction conditions 

,\~ 1)(0)=0 Vi~J0 , ,\~N)(l) = O Vi~IN, 

,\~J+l)(O) = ,\~j)(l) V i~ Ij , j =l, .. . , N - 1 , 

,\~J+l)(O) = ,\~j)(l) + Pij V i E Ij , j =l , ... , N-J. 

(32) 

(33) 

(34) 

Eva.luating the transversality condition with respect to the free time variabies 
Tj we get 

(35) 
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From (14) one ca.n derive the eonstancy of the Ha.miltonians, sce also Cla.rke 
and Vinter (1989A, Corollary 3.1 ), 

flUl[s] = const., s E [0, 1], j = 1, .. . ,N. 

Combining the adjoint equa.tion (31) with the bounda.ry condition (35) we eon­
elucle that 

HUl[sJ=O, sE[O,l], j=1, ... ,N. 

Fina.lly, the control va.ria.bles a.re determined by the conditions 

() Hu~j)[s]=O, sE[0,1], j=l , ... ,N . 

(36) 

(37) 

Our next task is to derive SSC on the ba.sis of Theorem 3.1 invo]ving t he rela.tions 
(15)-(18). The strict Legendre-Clebsch condition (15) holds if tbe correspond­
ing condition is sa.tisfied on each stage, 

H~/j)u(j)[s] ::::0: c·Im, sE[O,l], j=l, ... ,N, forsomec>O. (38) 

Now weturn our a.ttention to the Ricca.ti equa.tion (16). Observing the specia.l 
structure of the state varia.ble y in (21) and the dyna.mics (23) we set up the 
symmetric (ny, ny)-matrix Q in the form 

( 

Q(l) 

- o 
Q= 

o 

o 
Q(2) 

o 
o 

o 

(39) 

j = l, .. ,N. 

The ma.trices Q(j) a.re composed of (n,n)-matrices Q(j) = (qik)) 1 :s;i,kś:n, n­

vectors RUl = (rjj)) i=l, .. ,n, and a scalar ąjll , which is a.ssociated with the 

free t ime points Tj. We insert the matrix Q into the Riccati equation (16) and 
use the a.ugmented functions (25) and the Ramiitonians (29). This procedure 
yields the following three equa.tions where the time argument is suppressed for 
convenience: 

Q. (j) =T . [ -Q(j)f(j) - (f(j) )*Q(j) - H(j) .· + 
J xCI) x(:,) xCilx(.i) 

+(H~~]luw + Qul !~D))(H~{kul) - l(H;~Lcn + Qul !1:{)))* l , 
ft_(j) = -Q(j)f(j)- T(j(j) )* R(j) - (H(j) )* 

J xCil xC!) 

+Tj · [ H;{;luUl + Q Ul ~~~;l ](H1~iL"cil) - l (.f~{;l )* RUl , 

q.(j) = -2(R(jl)*f(j) + T(R(j))*f( j) (H(j) . )-l (j·(j) )* R(j) . 
f J "( :!) "(Jlv.C'l uCI ) 

(40) 

(41) 

( 42) 

These equations comprise a Ricca.ti egua.tion for QUl , a linea.r equation for 
R(j) and a direct integration for ąy) on the interval [O, 1]. They generalize 
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sirnil ar relations for single stage problems in IVIa.urer (1995), M a mer and O berle 
(2000). No te that for multista.ge linear- qv.adrat·ic control problem s, t he Ricca.ti 
equa.tion ( 40) for Q(j) reduces to a. well known Riccati equa.tion with coefficients 
not depending on the nominal solution; see, e.g., Tomiya.ma. (1985, Section 5). 

The fina.l step is to translate the bonndary conditions (17) and (18) into 
the multiprocess setting. In view of the linea.rity of the function t.p in (26), the 
condition (17) on positive definiteness reduces to the condition tha.t 

(h h )* ( Q(O) o, f o ( 43) 

holds for all (ho ,hf) E IR.n" x IRn,,, (h0 ,hf) :/=O, which satisfy t.he linea.rized 
bounda.ry conditions 

D y(o) tp(y(O), y(1)) ho + D y(l) tp (y(O), y(l)) li f = O. ( 44) 

THEOREM 4.1 (SSC for multiprocess control problems) 
Le t ( x, u) and the fin al time t f, respect·ively the switching times tj, j = l , ... , N­
l, be admissible for the MCP problem in (1) - (3) . Define the transformed func­
tions xUl, u(j), Tj, j =l, ... , N, through (19) and {20). Suppose that there exist 
multipliers A(j) E li\l 1•00 (0,l;IR.n), j =], ... ,N, and p E IR.r such that 

(1) the necessary conditions (24), {30}: {32)-(34) and (36) are satisfied; 
(2) the strict Legendre-Clebsch condition {38) holds; 

(3) there exists a bounded solution Q(t) ofthe Riccati equations (4 0)-(42) for 
which the boundary conditions (43) and (44) are fulfilled. 

Then, there exists c > O and a > O such that the cost f11.nctional can be estimated 
from below as 

F(i,u,i1, ... ,iN) 2': F(x,1L ,tJ, ... ,tN) 
N 

+c :L { lli(jJ - xUl lli.2 + ITj - Tj 12 + ll·u(j) - ·u.(j) li§ } 
j=l 

for all admissible (i,ii.) with lli(j)- xU%,oo + lij- Tj l + ll·ii.(j) -?L(j)lloo :S: 
a, j = l, ... , N. In particular, (x, 1L) provides a strict weak local min:immn for 
the MCP problem. 

More effort is needed to bring the bonndary conditions (43) and (4~) i~1to a 
form suited for practical applications. Writing the variational vectors ho, h f as 

ho = (h6j) , kbj)) j=l, .. ,N, h6j) E IR.n, kbj) E IR , 

h- - (h(j) k(j)) · h(j) E IRn k(j) E IR 
f - f ' f J=l, .. ,N' f . ' 'f . ' 

the linearized boundary conditions ( 44) yield the rela.tions 

h6~]=0 'ViElo, hY,J=O 'V ·iElj, j=l , ... ,N, 
h6J+ l) = hy), j = 1, ... ,N -1. 

( 45) 

(46) 
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We derive a first set of conditions by observing tha.t the variational eqnations 
(44) are satisfied for h6J) =O and hy) =O and arbi trary kbi)· kJj) E IR . 
Then, condition ( 43) immediately provides t he following sign conditions, see 
also Ma.urer (1995), Ma.urer and Oberle (2000): 

(47) 

Since it is rather tedious to evalua.te t he definiteness conditiou ('1:3) in fuli gen­
erality, we restrict the discussion to some cases of pra.ctica.l interest. 

Case 1: The sta.te variabies x(tJ) are compl etely specified for a. JJ indices j = 
O, l, ... , N. Then, obviously, conditions (47) are equiva.lent to the coll(lition (43). 

C as e 2: Suppose that one component x~j) (J) is unspecified for som e i E 

{l, .. . ,n}, and jE {l , ... ,N -1}. Then, condition (43) is equivaleut to the 
sta.tement that relations ( 47) hol d and tha.t, in addition , t he reJ evan t compo­
nents in the solutions of the Riccati equations satisfy 

d · (J+l)(O) Ul(1) O ij .= qii - qii > ) r(.i)(l )2 < -d q(j)( l) i . 'J .f . ) 
( 48) 

r;j+l)(0) 2 < dij ąjJ+l)(O). 

An application of the bonndary test (47) and (48) to the optima.! eontroi of a 
robot will be discussed in tbe next section. 

Case 3: Assume that two components x~j) (1) and x~\1) m·e v.nspec~fied for 
two indices i < k and some j E {1, .. . , N- l}. After some manipula.t ions in 
( 43) we fin d that in a.ddition to relations ( 4 7) and ( 48) the followi n g relation 
must hold: 

( 
(j+l) (j) ) 2 

qik (O)- qik (1) < diJ d kJ . ( 49) 

5. Sensitivity analysis for multiprocess eontroi problems 

Sensitivity analysis for para.metric (perturbed) single stage optim a! eontroi prob­
leros has been the subject of intensive resea.rch in recent years. Ma.la.nowski 
(1995), Ma.la.nowski and Maurer (1996,1998), lVJa.urer and Pesch (1994) provide 
conditions for the Frechet differentia.bility of optima! solutions witl1 respect to 
perturba.tion pa.rameters. These conditions are ba.sed on SSC for the nominał 

solution. We briefly sketch bow these results carry over to t.he multipmcess 
problem (MCP). Let p E IR.1 be a perturbation parameter whicb is introduced 
into the multiprocess (1)-(3) such that the fo ll owing paramet ric multiprocess 
problem (MCP (p)) a.rises: 

N t.; 

Minimize F(x,t1, ... ,tN,u,p) = ~ ./ L(j)(x(t) ,1l(t) , p)dt (50) 

(i-1 
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subject to the dynamics 

i:( t)= j(jl(x(t), u(t),p), t E [ tj-l,tj], .i= 1, ... ,N, (51) 

and boundary conditions 

(52) 

The functions LU) , fUl, O.ij a.re of appropriate climensions and are assumed to 

be C 2-functions. Let p0 be the nomina.l parameter and let x6j), ·n6j), ( To)j , j = 
], ... ,N, be the nominał solution, defined on the interval [0, l] aecorcling to 
(23). The sensitivity result in Maurer and Ma.lanowski (1 99G) applies to control 
problems with control- state constraints. For unconstrained eontroi problems 
this result simplifies and lea.ds to the following theorem on the basis of the 
transformations in the las t section. 

THEOREM 5.1 (Frećhet differentiability for· parametric multiprocess problems) 

Le t Po E JRl and let x6j), u6j), (To) j, j = l , ... , N, be admissible for the nominał 
problem MCP(p0 ). Suppose that the Jollawing conditions are satisfied: 

(1) the control functions u6J), j = 1, ... , N, are contin:uous: 
(2) the system (24) is completely controllable; 

(3) there exist adjoint functions Abj) E 1'"1' 1•00 (0, l; IR.n), j = l , ... , N , and a 
multiplier p0 E JR.r such that the SSC in Theorem 4.1 hołd. 

Then, the nominał controls u6j), j = 1, ... , N, are C 1 - functions and the nominał 
solution x~l , u6Jl,A~l,(To)j, j = l, ... ,N, can be embedded into a Frechet dif­
ferentiable famiły oj optimal so lutions xUl(-,p), uUl(· , p), ,ĄCil( ·,p),TJ(p) , p(p) 
to the perturbed problem MCP(p) in a neighborhood of po. The sensit·ivity dif­
ferentials 

( .l a (;J z J (s) := ~; (s;po), 

u~)(s) := 88~) (s; po), 

1hl(s) := a~~n (s; po), 

dT .; ( ) 
CJ j := 7p Po , 

(53) 

exist for al l s E [0, l] and satisfy a B VP which is obtained by formaJ d~fferenti­
ation of the necessary conditions with respect to the pararneter p. 

We dispense with the precise form of the BVP for the sensitivit.y clifferentia.ls 
(53) and refer as an illustra.tion to the pra.ctical example in the next section; see 
(78)-(81). Condition (2) of the theorem requires the complete eontrollabili ty of 
the dynamica.l system (24). 'vVe point out that a practical verifica.tion of this 
condition can be organized as a byproduct of solving the BVP for the nominal 
solution. 
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6. Optimal two- stage eontroi of a robot 

The problem is to eontroi a robot so tha.t in the first sta.ge the robot a.rm tra.ns­
fers an objeet to a. preseribed endposition where it drops its loa.d, wherea.s in 
the seeond stage the robot a.rm returns to its initia.l position. Time optima.! 
solutions for this type of robot eontroi ha.ve been diseussed in Cla.rke and Vin­
ter (1989A) where explieit ba.ng-bang solutions a.re given. In our exa.mple we 
modify the eost funetion and eombine the time optima.! with the energy opti­
ma.! solutions. The eost of energy involves a. qua.dra.tie eontroi term whieh is 
indispensa.ble here sinee the striet Legendre-Clebseh eondition (38) is required. 
Consider the following two- sta.ge LQ-problem: 

t .r t.r 

Minimize F(x,t1,tf,u) = tf+ f u(t?dt= f(l + u(t)2 )dt 
o o 

subjeet to 

x1(0) = x2(0) = 0, xl(l) = x2(l) = 0, 

x1(tl) = 2, x2(ti) = x2(t;-) . 

(54) 

(55) 

(56) 

(57) 

The sta.te x1 represents the position of the end of the robot a.rm and x2 its ve­
locity, m is the mass of the robot arm and M is the mass of the loa.d. Both the 
switching time t 1 and the fina.! time t f are choice va.ria.bles. We point out that 
this two-stage LQ-problem differs slightly from the cla.ss of LQ- problems con­
sidered in Tomiyama (1985) since some sta.te components in the a.bove problem 
are specified at the switching and fina.! time. 

To eonvert the two-stage problem (54)- (57) into a single stage problem we 
use the time tra.nsforma.tion (l 9) with TI = h and T2 = t f- t1 . Then the sta.te 
and eontroi tra.nsforma.tions (20)- (27) yield the following single-stage eontroi 
problem CP on the fixed time interva.l [0, 1]: 

Mi nimi ze 

subject to 

l l f T1 (1 +uCll(s)2
) ds +f T2 (1 +u<2l(s) 2

) ds 

o o 

xi1) = T] . x~l)' j;~l ) = T] . (m+ J\.1) - lu(l)' T] = o, 
xi2

) = T2. x~2), x~2 ) = T2. m-lu(2), +2 =o, 
xi1

) (O) = x~1 ) (O) = O, 

xi1)(1) = xi2)(0) = 2, 

x\2)(1) = x~2)(1) =O, 

x~2 )(0) = x~l)(l). 

(58) 

(59) 

(60) 

(61) 

(62) 
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6.1. Solution of the boundary value problem 

The Hamiltonians (29) for each stage are given by 

H(l) =T o l+ (u(l)) + ,\(l)x(l) + 2 u 
( 

2 ,\(1) (l)) 
l · 1 2 m+M ' 

H(2) = T2 o (l+ ( uC2)) 2 + Al2)x~2) + ,\~2:~·(2)) 

The adjoint equations (30) yield 

\ (l) - o 
/\1 - ' 

>-i2) =o, 

23 

(63) 

(64) 

(65) 

(66) 

The transversality conditions (32) and (33) reduce to the continuity condition 

In addition, the formal jump condition (34) holds, 

,\l2l(o) = ,\l1)(1) +p, p 2: O o 

The stationarity conditions (37) give 

H(l) = T1 2u(l) + ,\2 = O 
( 

(l) ) 

u(l) m+M ' H~7~) = T2 2uC2l + ,\:n =O, ( 
(2)) 

so that the control variables are evaluated as 
(l) 

(l)-- ,\2 
u - 2(m+M)' 

(2) 
u(2) = -~ 

2m 

(67) 

(68) 

(69) 

(70) 

Finally, by combining the transversality condition (36) with the eontrel law (70) 
we get the relations 

( 
,\ (1)(0)2 ) 

o= flCll[o] = T1 1- 4(~ + M) 2 , 

from which we obtain the bonndary conditions 

(71) 

In summary, we have to solve the boundary value problem (BVP) comprising 
the equations (59)- (62), (65)-(67) and (71) where the controls are substituted 
from (70)0 This type of BVP can be efficiently solved with shooting methods 
which are implemented in the routine BNDSCO of Oberle and Grimm (1989)0 
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Figure l. Optimal s ta te and ad joint variables for m = M = 1 wit b j = 1 (left) 
and j = 2 (right). 

Chaosing the nominal va.lues m = l and M = l for the mass of the robot and 
loa.d, we obtain the following numerica.l results: 

T1 = t1 = 4.14790960, 

x~l)(l) = 0.40953436, 
\(l) ( ) -"'l s = -1.54 783427, 

,\~1 ) (O) = -4, 

>,~1 \1) = 2.42027663, 

T2 = t f - t1 = 3.89776004, t f = 8.04566964, 

x~2)(0) = x~l)(l), 
\ (2) ( ) - 3 6 "'l s = 1.] 4055 l, 
,\~2)(1) = -2, 

>-~2\o) = >-~1)(1). 

(72) 

These data completely specify the solution together with the bounda.ry condi­

tions (61), (62), (67) and (71). The jump multiplier in (34) is Pn = >-i2)(0)­
>-P) (1) = 2.68188988. The corresponding state, a.djoint and control variables 
are displayed in Figs. l and 2. 
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Figure 2. Optima! eontroi for m= M= 1 and j = J , 2 . 

6.2. Verification of SSC 

We are going to verify that the solution characterized by the data (72) provides 
a !ocal minimum. Since the Legendr~Clebsch condition (38) trivially holds in 
view of (58), i t suffices to f ind a bounded solution of the R.iccati equations 
(40)-(42) such that the boundary conditions (47) and (48) are satisfied. In this 
exa.mple we have dimensions n = 2, N = 2, and hence consider the symmetric 
matrix (39) in the form 

Q(j) ~ ( 
q(j) q(j) r(j) 

). ( Q (l) ), ll 12 l 

Q= 
o q(j) q(j) r(j) j = 1, 2 . o Q(2) 12 22 2 

r(j) r(j) ąjj) 
l 2 

(73) 

For j = l we insert m = M 
R.iccati equations in [0 , l l, 

l and obtain from ( 40)-( 42) the following 

( 
(l)) 2 

-(1) ąl2 
Qu = TJ-8- , 

(l) (l) 
-(1) [ fu..J..u_ (l) l 

q12 = TJ 8 - qll ' 
( 

(1))2 
. (l) - [ q22 2 (l) l 

Q22 - TJ - 8- - ql2 ' 

(74) 
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For j = 2 we put m = l and get 

{ n(2)\ 2 
.(2)_ ~ 
qu - T2 2 , 

(2) (2) 
·(.2) [~ (2)l ql2 = T2 2 - qu , 

. (2) _ ąg>r;2 ) (2) (2) (2) (2) 
rl - T2 2 - qu X2 - ql2 u , 

( 
(2) ) 2 

'(2) - [ ą22 2 (2) l q22 - T2 -2- - ql2 ' 

r. (2) _ T ąg>r;2 > _ q(2)x(2) _ q(2) "L(2) _ T r(2) _ , (2) 
2 - 2 2 12 2 22 ' 2 l "'l , 

ą?l = T2 (r~:l) 2 - 2ri2) x~2) - 2r~2)u(2). 

(75) 

Note that the coefficients x~j), u Ul in these equations represent the solutions 
corresponding to the data (72). 

Next we evaluate the boundary condition (47) for the indices j = 1, 2 and 
the condition ( 48) for indices i = 2 and j = J. This results in the following set 
of inequalities, 

(76) 

Choosing the set of boundary va.lues 

qii)(l) = ąi~)(l) = r~1 )(1) = qiil(o) = ąi;l(o) = r~2 l(o) = o, 
(l)( ) (2)( ) (l)( ) (2)( ) r 1 l =l, r 1 O = -0.5, ą22 l = O < 0.1 = q22 O , 

ąyl(l) = -0.2 < O, ąj2l(l) = - O.J < O, 

we obtain the following solution of the Riccati equations (74) and (75), 

(l)[ l - (l)[ l - (l) [ l - (2) [ l - (2) [ l - (l) [ l- (2) [ l -q11 s = q12 s = q22 s = q11 s = q12 s =O, r1 s =l, r 1 s = -0.5 , 

(l)( ) (2) (2)( ) r 2 O = 2.600075, q22 (l) = 0.12420632 , r2 l = 0.9264941 8, 

ą}1 l (O) = 0.20043315 > O, ą}2 l (O) = 0.09593715 > O, 

w hi ch satisfies the boundary conditions (76). T he functions ąjll , j = l, 2, are 
shown in Fig. 3 to illustrate the first set of sign conditions in (76). In summary, 
we have arrived at the conclusion that the computed solution characterized by 
the data (72) is indeed a loca.l minimum. 

6.3. Sensitivity analysis 

We perform now a sensitivity a.na.Jysis of the optima! solution with respect to a 
perturbation in the load mass M . We have chosen the mass M a.s a sensitivity 
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Figure 3. Solutions ąjll, j = 1,2 ofthe Riccati equations (74) and (75). 

(perturbation) parameter because in practice it often happens that the load has 
not exactly the desired size. '0/e takem= J and the nomina.l paramter Mo = l. 
The results in the preceding section show tha.t al! assumptions in Theorem 5.1 
for Frechet differentiability of optima! solutions are satisfied. Hence there exist 
optima! solutions 

x(jl(s; M), u(jl(s; M), )...(jl(s; M), TJ(M), j = J , 2, 

for al! M in a neighborhood of Mo and, moreover, the following sensitivity 
differentials exist for j = l , 2 : 

8x(j) 
z(jl(s) := 

8
M (s; Mo), 

(j) ·- 8u(J) . dT 
u M (t) .- 8M (s , Mo), CJj := d~ (Mo) . 

R.elations between u<;) (s) and /Ul (s) are established by differentiating the 
eontroilaw (70) with respect to M and setting Mo = l : 

(l)( ) (l) (2)( 
(l)( ) _ _ "11___!_ + )...2 (s) (2)( ) _ -~ 

UM S - 4 8 ' UM S - 2 . (77) 

ODEs for the other sensitivity differentia.ls are obta.ined through the process of 
formai differentiation of the dynamical system (59), (60) and (65), (66) with 
respect to M. For convenience we suppress the time argument and f ind for 
j =l, 

Z. (l) - T z(l) + CJ x(l) 
1-12 12, 

o (l) o 
ll = , 

ż(l) = l(CJ u<ll +T u(l))- lT u(ll 
2 2 l lM 4l ' 

,.y(l) _ -CJ , (l) _ T ""(l) 
12 - ]/\J. l 11 , 

(78) 

while for j = 2 we get 

Z
. (2) _ ~ z(2) + CJ x (2) 
l - •2 2 2 2 , 

o (2) o 
ll = , 

(79) 
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In these equations, the control sensitivities bave to be subst.ituted from relations 
(77). No te that the sensitivity deriva.tives CYJ ar e trea.ted as free varia.bles w hi ch 
a.re determined by the following bounda.ry conclitions. Namely, the bounda.ry 
conditions (61), (62) and the continuity of the state a.t T1 yield conditions for 
the sensitivity differentia.ls of the sta.te va.ria.bles: 

j =l: z~l)(O) = z~ 1 )(0) =O, z?)(l) =O 

j = 2: zF)(O) = O, z~2)(0) = z~l)(l), z~2)(1) = z~2 )(1) = O. 
(80) 

Bounda.ry values for the sensitivities of adjoint varia.bles are decluced from a 
differentiation of relations (67) and (71): 

1'~1 )(0) = -2, 1'~2 )(0) = 1'~1 )(1), 1'~2\1) =O. (81) 

Note that for the computation of 1'~1 )(0) = -2 we have used the value >-~1 )(0) = 
- 4 from (72). Again, the routine BNDSCO of Oberle and Grimm (1989) is a 
convenient metbod to solve the BVP in (77)-(81). The solution is characterized 
by the initial and final values complementary to (80) and (81) and by the free 
varia b l es CY1, CY2 : 

z~l)(l) = z~2)(0) = 0.13892468, 

1'}1)(0) = 1'i1)(1) = -0.27594324, 

1'i2
) (O)= 1'i2\l) = -0.01288298. 

CY1 = 0.63394569, CY2 = 0.15523510, 

1'~2)(0) = 1'?) (1) = 0.12583048 , (82) 

The sensitivity differentia.ls are shown in Fig. 4. 

6.4. Real time eontroi 

In practice, sensitivity differentials ca.n be used to approxima.te perturbeci solu­
tions by first order Taylor approximations which a.re computable in real- time. 
Details of this real- time approa.ch a.re to be found in, e.g., Biiskens and Mau­
rer (2000) , Maurer and Pesch (1994). Let us demonstrate the qua.lity of such 
an a p proach by selecting t he switching t im es T1 (M), T2 (M) as candidates for 
real-time approximation. Assume that the nominał load Mo = 1 is perturbed 
to M = 1.05. We wish to compare the a.pproximation with the exact solution 
for the perturbed va.lue M = 1.05 and compute: 

Mo= l 

M= 1.05 

T1(M0 ) = 4.14790960, T2(M0 ) = 3.89776004, 

T 1 (M) = 4.17956227, T2 (M) = 3.90516036. 

Using the sensitivities CY1 , CY2 from (82) we compute the Taylor approximation 
for M = 1.05 as 

DT1 
T1 (M) >:::! T1 (Mo) + DM (Mo)(M- Mo) = T1 (Mo) + 0.05 CY 1 = 4.17960688, 

DT2 T2(M) >:::! T2(Mo) +DM (Mo)(M- Mo) = T2(Mo) + 0.05 CY2 = 3.90552180. 
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Figure 4. Sensitivity differentials o f state and ad joint variables for m = l, Mo 
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The reader may verify that these va.lues are indeed very good estimates for the 
exact values. The following estimates for the eontroi approximations eonfirm 
also the quality of the rea.l- time a.pproximation for all s E [O, l ]: 

max iu(1l(s; M)- ·.u,(ll(s; M) l= 2.5497 · 10-4 , 
sE[O,lJ 

max lu(2l(s; M)- u(2l(s; M) l= 1.5501 · 10- 4 , 
sE[O,l] 
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