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Abstract: This article deals with state constrained optimal con­
trol problem for semilinear elliptic equation in a domain n. The 
state constraint is lumped on the compactum X c n and contains 
a functional parameter q E C(X). It is shown that any minimizing 
approximate solution (m.a.s. ) in the sense of J. Warga satisfies the 
pointwise maximum principle (the maximum principle for m.a.s.) if 
the problem is meaningful, i.e., the value of the problem is finite. It 
is also shown that a condition of Slater's type is sufficient for the nor­
mality in the so-called "linear-convex" problem, and the normality 
of the problem for some fixed value of the parameter q E C(X) im­
plies the Lipschitz continuity of its value function in a neighborhood 
of q. The paper contains illustrative examples. 
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1. Introduction 

Optimal control problems for systems with distributed parameters governed by 
semilinear elliptic and parabolic equations with pointwise state constraints have 
been the subject of many publications during the last ten years (see, e.g., Ali bert 
and Raymond, 1994, Bergounioux, 1992, Bonans, 1991, Bonans and Casas, 
1991, 1992, 1995, Casas, 1993, 1997, 1998, Li and Yong, 1995, Raymond and 
Zidani, 1998, 1999). The primary attention in the references listed was devoted 
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to deriving Pontryagin's maximum principle and to the question how stability 
of an optimal control problem (in some natural sense) under one-dimensional 
perturbation of the state constraint is connected with realizability of both the 
maximum principle and the regular maximum principle. 

We can formulate the following main differences with respect to papers re­
ferred to. First , we take as a "basic element of the theory" a minimizing se­
quence (m.s.) of ordinary controls (but not optimal control) or, in other words, 
the so-called minimizing approximate solution (m.a.s. ) in the sense of Warga 
(1971) (see Warga, 1971 , Ch.III , for the advantages of m.a.s. from the viewpoint 
of applications). Such approach allows us to consider optimal control problems 
(a family of problems) in the broadest generali ty without certain suppositions 
ensuring the existence of optimal elements (ordinary or relaxed) and does not 
use the relaxation of the optimal control problem in the sense of Warga (1971). 
We call the obtained necessary conditions for m.a.s. the maximum principle for 
m.a.s. All resu lts derived in this way may be "closed" and rewritten in terms 
of optimal relaxed controls if the relaxation of the optimal control problem is 
possible, i.e. the maximum principle for m.a.s. turns into the ordinary max­
imum principle "in the limit" when there exists a relaxed (or usual) optimal 
control. In particular, this may by done with the results of the present paper. 
At t he same time, we do not rewrite our results in terms of relaxed controls in 
this paper for two reasons. One of them consists in space limitation. Another 
reason is the larger practical (engineering) significance of the results expressed 
in terms of usual controls and not containing the relaxed controls (abstract mea­
sures). In other words , all information about optimal controls is contained in 
the maximum principle for m.a.s. and, in this sense, the maximum principle for 
m.a.s. "rat her" than the ordinary maximum principle for opt imal controls. The 
more so as m. a.s. gives for the optimal control problem, generally speaking, a 
deeper "minimum" than the usual optimal control (see Examples 8.1, 8.2 , here , 
and also Warga, 1971 , Ch.III, for details). 

Second, we consider the so-called parametric optimal control problem. More 
precisely, we study the problem containing an infinite-dimensional parameter q 
in the state constraint. This parameter is put into the most natural space of 
pert urbations C(X). Here X c n is a compactum where the state constraint 
must be fulfilled and n is a domain where an elliptic boundary value problem 
is defined. 

Third , we discuss together with the regularity and normality conditions of 
the maximum principle for m.a.s. (the corresponding concepts, Sumin, 1995 , 
1996, 1997a, 1997b, are defined in the article) the sensitivity problem as well. 
We show that a condition of Slater's type is sufficient for the normality in the 
so-called "linear-convex" problem, and the normality of the optimal control 
problem for some fixed value of the parameter q implies Lipschitz continuity 
of its value function in a neighborhood of q. We show also that regularity is 
a tvnical nrooertv of the similar optimal control problems in the sense that it 



Optima l contro l of scmilincar elli ptic equation 451 

the set of all values of the parameter for which t he problem "has a meaning" 
(the value function is finit e) . 

Finally, we offer an alternative method , Sumin (1986 ), for investigation of 
the problem wi th the st ate constraint differing from the methods of the papers 
quoted. According to t his method we firs t approximate the primal problem 
(a family of problems) with the st ate constraint (with continuum of functional 
constraints) by a sequence of problems (of families of problems) with a finite 
number of functional constraints. Then, we derive the maximum principle for 
m.a.s. in t he approximating problems and, at last, pass to t he limit in t he de­
rived results as the number of functional constraints converges to infinity. In 
particular , because of the resul ts in Sumin (1995, 1996, 1997a, 1997b) such 
approximation a llows us simultaneously to write normality conditions for ap­
proximating problems with a fini te number of the funct ional constraints and to 
.use them for investigation of the sensit ivi ty properties in t he primal problem 
with t he state const raint. 

2. Problem statement 

Let n be a bounded domain in Rn. Given a compactum U c Rm and a set 
D = {'U E L00 (r2) : 'U(x) E U a.e . on n} , consider t he family of optimizat ion 
problems depending on functional parameter q 

Io(1t)---. inf, h(u) EM+ q, u E D , q E C(X), 

where 

Io ('U) =in F(x, z[u](x), u(x)) dx, h ('U) = G(· , z[u]( ·)), 

M c C(X) is a convex closed set of all continuous nonpositive functions on 
X , X c n is a compactum, z[u] E W~(f2) is a weak solution , in the sense of 
Ladyzhenskaya and Ural 'tseva (1973) , of the Dirichlet problem for semilinear 
elliptic equation wit h a divergent principal part 

f) 
ax; a;,j(x)zxj + a(:r , z, u(x)) = 0, z(:r) = 0, x ES, (2.1) 

corresponding to the control u E D 
Assume t hat the following condi tions hold for the initial data of Prob­

lem (Pq): 
(i) functions G,fJGjaz: n X R 1 

---7 R 1 are continuous in (x , z), functions 
F, oF I f) z : n X R 1 X R"' ---7 R 1 ' a, aaj az : n X R 1 X Rm ---7 R 1 ' are Lebesgue 
~easurable in (x, z, u) and continuous in (z, u) for a.e . x, functions ai.; 
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(ii) estimates 

v l~l 2 ::; a;,j (x )~i~j ::; f.L I~I 2 , v, f.L > 0, a;,j(x) = aj,i (x), 

ia(x, 0, u) l + l8a(x, z, u)j8z l::; az(x) + N(M) 

\:lx E D, z E S~1 , u E U, 

8a(x, z, u)j8z::; 0 \:l( x, z, u) ED x R1 xU, 
hold , where az E Lq;2(D) , q > n (see p. 181 in Ladyzhenskaya and 
Ural'tseva, 1973), S"M = {.1: E Rn : lx l < M}; 

(iii) the following es timates hold 

jF(x, 0, u) l + I8F(x, z, u)j8z l ::; f z(x) + N(M) 

\:lx ED, z E S~ , u E U, 

IG(x , z )l, I8G(x, z) j8zl::; N(M) \:l(x, z) ED X s~I' 
where f z E Lq;2 (D), q > n, N(M) > 0 is a positive nondecreasing func­
tion of M > 0; 

(iv) the boundary S := 8D is Lipschitz. 

We equip the set V with Ekeland's metric d(u 1 , u2 ) = meas{x ED: ·u1(x) 'f:­
u2(x)}, to then convert this set into a complete metric space. According to 
Warga (1971) , the sequence ui E V , i = 1, 2, . . . , is called a minimizing approx­
imate solution (m.a.s. ) in Problem (Pq) if 

J, (·ui) < (J(q) + ...,i ui E V 'i ...,i Ei > 0 ...,i Ei ----. 0 i ----. oo 
0 - I ' fJ ' I' - ' I' ' ' 

(2.2) 

where V~:={uEV: p(h(u), M+q) ::;c }, p(I ,M+q):= inf l m+q-II~>, 
mEM ' 

(J(q) = f3+o( q) = lim (J,(q) ::; f3o(q) , (J,(q) = inf Io(u) , (J, (q) = + oo, if 
E--->+0 uED~ 

V~ = 0, l ql~l = llqll c(XJ· 

3. Auxiliary results 

In this section we give auxiliary lemmas necessary for proving the main results . 
These lemmas contain information about properties of solutions of the boundary 
value problem (2 .1) and of the adjoint boundary value problem. 

LEMMA 3.1 There exists a unique solution z [u] E WHD) n C(<>l (fi') of the 
Dirichlet problem (2.1) for every control u E V such that 

ll z [u]ll~~b + l z [u]l~) ::; C1 , 

where a E (0, 1), C 1 > 0 are constants independent of u E V . Moreover, the 
solution z [u] depends on u E V continuously in metric W}(D) n C(<>l (fi'). 

For the proof of the lemma see Bona ns and Casas (1991) , Bonans and Casas 
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LEMMA 3.2 The functional 10 : 'D -+ R1 and the opemtor h : 'D -+ C(X) are 
b01mded and continuous. The value f1mction (3 : C(X) -+ R 1 U { +oo} is lower 
semicontinuous. 

Proof. The first assert ion of the lemma is a trivial consequence of Lemma 3.1 
and conditions (i), (iii) for funct ions F, G. The proof of the second one is the 
same as a proof of the similar assertion in Sumin (1996, 1997a). 

LEMMA 3.3 The adjoint problem 
() 

OXj ai,j(x)17x, + V'za.(x,z[1t](x),u(.1.:))17 = 'l/J(x), 17(x) = 0, :r: E S, (3.1) 

has a ·unique solution 17[11., 'l/J ] in the class W1(!:1)nC(<>l(r2) for any control u E 'D 

and any function ·VJ E Lq;2(0.) , q > n. The solution 17[u, 7j;] satisfies the est-imates 

I7J[u, 'l/J ]I~) ::; C2ll'l/JII q/2,rl• ll 17[·n, 7j;J II ~~h + I7J [u, 7j;] loo,rl::; C3 II·I/J II q/2,rl • 

with constants ex E (0, 1), C2, C3 > 0 independent of u E 'D, 7j; E Lq/2(0.). 

The proof of the lemma may be found in Bonans and Casas (1991) (see also 
Bonans and Casas, 1995, Lemma 2.2, Gilbarg and Trudinger, 1977 , Theorems 
8.6, 8. 16, 8.29). 

In order to obtain the necessary information about t he Dirichlet problem for 
a linear elliptic equation with a Radon measure in t he right-hand part we apply 
the results of Bonans and Casas (1995) , Lemma 2.4. We wi ll denote by M(rl.) 
t he space of real regular Borel measures in 0., which is identified with the dual 
space of C0 (0.), the space formed by all the real continuous functions defined in 
n and vanishing on s. 
LEMMA 3.4 }or every nonposii'ivefunction bELq(rl.) and every Radon measure 
JL E M(0.) there exists a unique solution 77[/L] E W~(0.) , for all O" < n/(n - 1), 
of the pmblem. 

() 
-,::;-ai,j(X)1]xi + b(x)17 = fl·, 1J(X) = 0, XES. (3 .2) 
UXj 

Moreover, theTe exists a. constant C > 0 independent of b sttch that 

II 77 [ JL] II~1 ~ ::; CIP·I· 

In particular, there exists a ·unique soi'ntion rJ['tt,JL] E I:V~ (n), O" < n/(n -1) , of 
the problem 

() 
-,::;-ai ,j (X)1Jx, + \7 za(x, z[tt](x) , u(x))17 = fL , 7J(:c) = 0, xES (3.3) 
UXj 

for every con!.ml ·u E 'D and every Radon m.easnTe fL E M ( n). This solution 
satisfies the estimate 
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4. Maximum principle for m.a.s. in the problem with state 
constraint 

We prove in this section a theorem about necessary conditions for elements 
of arbitrary m.a.s. in Problem (Pq)· These necessary conditions are also called 
maximum principle for m.a.s. To formulate the maximum principle we introduce 
the following notations: 

Ho( x, z, ·u, 17) = 17a(x, z , n)- F(x, z, u), H(:r, z, u, rJ) = 17a(x , z, u), 

'H(x, z,U,17, Jl.o) = 17a(x,z,u) -J.toF(x , z,·u). 

THEOREM 4.1 Let {J(q) < oo and us, s = 1, 2, ... be an m.a.s. in the sense 
of {2 .2) of Pmblem (Pq). Then, there exists a sequence of numbers Is 2: 0, 
s = 1,2, ... , Is___. 0, s ___. oo and a sequence of pair-s (J1.0,A 8

), Jl.o 2:0 , A8 E 
M(D), f.J.o + jA8 j = 1, wdh a positive Radon measure A8 having a support in 
{.1: EX: jG(1:, z [u 8 ](.1:))- q(x)J::; 1 8

} such that 

r max{'H(x, z [n 8 ](:r), 'V, 1/J 8 [u 8 ](:r;), Jl.o) Jn vEU 

- 'H(x, z[u8 ](x), u8 (x), 'lf 8 [n 8 ](x), 110)} dx::; 1" , ( 4.1) 

where 'ljJ 8 [u 8
] = Jl.orJo[n 8

] + 178 [·us], 7/"[tL8] = TJ[ 'U 8
, -'V zGC, z [u 5 ](-))A 8

], i.e ., it is 
the solution of the adjoint pr-o blem (3. ,1) with u = U

8
, f.1. = -\7 z G(-, z[u"] (-))A". 

REMARK 4.1 It follows from The01·em 4.1 that if a control u0 E vg satisfies the 
equality !0 (u0 ) = {J(q) then it satisfies the usual maximum p1·inciple (Jl.o = Jl.o , 
A8 = A, 1 5 = 1 = 0). Some modification of the proof stated below allows 1LS 

to pmve also that the smne ma:rinwm principle is correct jo1· any such cont1'0l 
u0 E vg joT which lo(u0

) = f3o(q). 

Proof. We use the method of Sumin (1986) in the proof. Since ·us , s = 1, 2, ... 
is the m.a.s. in Problem (Pq), it follows that it is the m.a.s. also in the problem 

J(u) = max{Io(u)- {J(q), G( x , z[u](x)) - q(x), x EX}___. inf, u E 'D 

with zero lower bound, i. e., 

( 4.2) 

By (4.2), we apply the Ekeland's variat ional principle, Ekeland (1974), to the 
functional J. As a result, we find a control w 5 E 'D providing the minimum in 
the problem 

J"(u) = .J(u) + jE;d(u, w 5
) ___. inf , u ED, (4.3) 

and satisfying the inequalities 
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Further , let X be a denumerable dense net of the com pactum X. Let also 
R~,. ::::::: { :z:k , l , . .. , :1:J.: ,1 ,} c }( be a fi ni te 1/ k net of the com pactum X , .f(J.: c .~YJ.:+ I , 
1.: = 1, :2 , . ... Approximate the pro blem ( 4 .3) by a sequence of problems 

P ·" (u)::::::: max{I0 (v.) - /3(q), I]Cu) - q(:c"·j), j = 1, . .. , lk} 

+ J'f:d(u. W
8 ) ----> inf , -n E D , 1.: = 1, 2, . . . , ( 4 .5) 

where the functional I J' is defined by the equality Jj·'(u) ::::::: G(x"· j, z[u](x"· j)). 
We may assert t hat 

inf p J.'(-u)----> inf P(u ) = J' (-ws) = J (vr'), k ----> oo . 
11 ED v ED 

(4 .6) 

Indeed , on t he one ha nd , it is easy to sec t hat 

limsup inf .J'·"(n) ~ J (ul) . 
J,: ~ oo -u.ED 

(4.7) 

On t he other hand , suppose t hat for some 8 > 0 

liminf inf I' ·" (u) ~ -15 + .J (w'). 
l,:~ oo 'IIE'D 

(4 .8) 

Then, there exists a sequence of controls v1
' E D. /,: = 1, 2, . . . , such that 

'

., ./.:(· 1,: ) 15 j. ( · ·') I . - 1 ') . v ~ - 2 + . w , h · - , ~ • ..•. (4.9) 

From (4 .9 ), by nniform bonndcclness and equicont innity of t he family of so lutions 
{z[-n] : u E D} C C(f2) (see t he estima te of Lemma 3. 1) a nd by conditions on 
funct ions F, G, in t urn , follows t he existence of a number k0 > 0 snch tha t 

J (v"0
) + 0sd(111.:0 , ·ur') < -~ + J (w ·' ). - 4 

The last ineqtmlity cont radicts t he optimality of the control w" . Consequently, 
inequa li ty (4.8) is not t rue. Then, by (4. 7) , co rrect ness of (4.6) follows. 

O bvionsly, by (4 .G), we have 

.l" ·k(-w') ~ iu f p .l. (u) + 8,,, 8,, 2 0, 15~,----> 0, k ----> oo. 
HE'D 

Due to t his inequali ty, we may apply t he E keland 's variat ional pr inciple, E kela ncl 
(1974) , once more, but now to the functiona l .!" ·''(-). F iud a cont rol -w·'·" ED , 
providing t he minimum iu t he pro blem 

( 4.10 ) 

a nd sa.t is fy ing the ineqt ta!i t ies 
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Now, approximate each of the problems (4.10) by t he family of "smoothing" 
problems 

where 

J s,k,h(· ) _ {J ( ) {3( ) Jk, h(· ) ( ,k ,j) · _ 1 l } n = max o u - q , j u - q x , J - , ... , ·k 

+ vE,d(u, w 8
) + /8:d(n, 'W 8

' k) -+ inf , u ED, 

hE [0 , ho] , ho > 0, (4.12) 

S, (1:k,j) is a ball in R 11 of radius h and center a t xk,j. Thanks to uniform 
boundedness a nd equicontinuity of the family of solutions { z [u] : u E D} c C(D) 
(see the estima te of Lemma 3.1), we may assert again that 

(4.13) 

Therefore we may write once more 

(4.14) 

i. e., the control w"·k is rh optimal in the problem (4.12). Here we note that the 
functional JS·"·" has the same form as the functional .Tt, ,p in Sumin (1989). For 
this reason, we may apply the results of Sumin (1989) for deriving necessary 
conditions for suboptimality of the control ws ,k in the problem (4.12). We turn 
our attention briefly to the scheme of deriving these suboptimality conditions. 

Due to inequality ( 4.14) , we may apply the Ekeland 's variational principle 
to the functional p .k,h. We find a control ws,k,h E V providing the minimum 
in the problem 

( 4.15) 

and satisfy ing the ineq ua li ties 

(4.16) 

The necessary condit ions for optimality of the control w s ,h: ,h in the problem 
(4.15) can a lso be treated as conditions for suboptimality of the control ws ,k in 
the problem (4.12). Let V* be a denumerable dense subset of U (U* = U if U 
is a denumera ble or a fini te set). Define the variation ws,k,h,,, 0 :::::; E :::::; Eo, of 
the control ws,k ,h 

' 7J,1'' f 
'Ws ,k,h(x) X E 0 \ U 0 ' 

w s,k,h,f(x) = p= l , ... ,p, 
. - 7'= 1, ... , 1'p 
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1· r-1 

where n;,,,. = {x = (.xl , ... ,Xn) E R": 2:i- E I: 'Yp,m < Xl::; 2:i- E I: 'Yp,m , 
m=l m= l 

xf- E7' <X;.::; .xf- E(7'- 1) , i = 2, ... ,n} , xP E [2, ]J = 1, ... ,]J l , is 
a finit e collection of Lebesgue points of the functions a(x, z [ws ,k,h](.x), v) -
a(.x , z [w s,k,h](x) , ws,k ,h(x)) , F(x , z [w s,k,h ](x) , v) - F( x, z [w s,k,h](x), ws ,k,h(x)), 
X En. simultaneously, for all v E U*; "11'•'', J! = 1, ... ,]Jl , 7' = 1, ... ,Tp, is a 

PI l'p 

finit e collec tion of nonnegative numbers such that I: I: 'Yp,,. ::; 1; uP·" E U*, 
p=l•·=l 

p = 1, ... , p1, T = 1, ... , Tp, is a finite collection of vectors; Eo > 0 is a suffi­
ciently small number , depending on the collections 'Yp ,r, xP, such that the sets 

n;,o = {[xi - Eo I: 'Yp ,m' xi]} X d1 [2:f - EoTp ' :r;']} ' p = 1' ... 'Pl ' are not 
·•n= l i=2 

mutually disjoint . 
Denote by N the set of all finit e collect ions n:::::: { x~',"f~' ·" ,uP·,., p = 1, ... ,TJI, 

T = 1, . .. , T1,} , defining the variation ws,k,h,, and sat isfying all previously men­
tioned conditions for the points x~' , for t he numbers 'Yp ,•·, and for the vectors u" ·'· . 
We may assert that the following lemma, which is similar to Lemma 7 in Sumin 
(1989) , is valid. 

L EtviMA 4.1 The following equalities hold joT the fi,Tst variations 

8lo(ws ,k,h, n):::::: lim(Io(ws,k,h,<)- Io(ws,k,h))/ E'', 
f --+0 

of the functionaL~ !0 , Ir", j = 1, . .. , 1~.:, for arbitrary fixed collection n E N 

lilo(ws,k,h, n) 
PI 'l'p 

= - L L 'Yp ,•· (Ho(x~'' z[ws ,k,h](xP), uP·'·' 1Jo[ws,k,h](x~')) 
p=lr= l 

PI 'l' p 

= - L L 'Yp .r· ( H (:I}', z [w s,k ,h]( xP)' ·up,r, 1]J '" [w s.k,I'J(.xP)) 
p=l ·r=l 

- H(:cP , z [w s,k, h](xP), ws,k,h( :r~'), 17J ·" [w'·"'.l'](x~'))), 

where 1Jo[w 8 ·k,h], 11J·"[w 8 ·k ,h] E W~(n) nre the solutions of the adjoint problem 
(.'3.1) for· ·n = ws,k,h and for 1/J(x) = -\i',F(2:, .o[vr'·A•,h](x), w8 •k,h(:r)), 4; (x) = 

-ljmeas(S~t(xl.• ,j ) n r2)x~ · "(x) \7 zG(:r, z [w s,k ,h]( :z:)) , 1·espectively, 

. k ,h r ' _ r ., - f"'f I J. • . )\ - -.. .-.. ....... ' ..... ; '· : . .. 
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Let {i1 , ... , io.} c {0, 1, . .. , ld be t he set of all active subscripts, i.e., the 
set of all subscripts j for which 

JS·"'·"(ws,k,h) _ rPj(w"•k,h) _ JE:d(u/ ·k,h,ws) _ ~d(ws,k , h,ws,k) = O 

where we use notation ¢o (n) = Io(u)- {3(q) , r/;j(u) = IJ ·''(n)- q(:r:"·i) , j = 
1, ... , lk. 

Thanks to affinity with respect to parameters 11'·'· of the expressions for 
15!0(w 8

·"'·", n) , 8IJ'"(ws,k,h, n) , the set of a ll vectors of the first variations JC = 
{(8Io(w' · "·" , n ) , 8I~ · "(w"· ' · ",n) , ... , l51 1~· "(w' · "·" , n )) E R1d 1 : n EN} c R1d 1 

is convex (this fact may by proved by argument usual for optimal control). 
Denote by JC" a projection of JC on the subspace R" of vectors (y;,, ... , y;J 
of the space R1d 1 (of vectors (y0 ,y1 , ... ,y1k)) . A well-known argument a l­
lows one to prove that the convex set JC,. does not intersect with the convex 
set JC-;, =: {(y; 1 , ••• ,y;J E R" : y;

1 
< -2( 0s + V1Jk + ffi,), j = 1, .. . ,li~} 

(the intersection of the sets JC,., JC-;, contradicts the optimality of the con­
trol ws ,k,h ). Thus, these two sets are separated by a vector p!·k,h E R" , 
JLs,k,h =: (JL:;k,h , ... , JL:~''·") , JL:/"" ~ 0, j = 1, ... , 1i:, IJLs,k,h l = 1. Completing 

this vector with zero components (corresponding to the passive components) 
to vector f.Ls ,k,h E R1d 1 (we preserve for this vector the previous notation) 

• k h - (0 0 s,k ,h 0 0 s,k,h 0 0) d · tl t JL' ' ' = , ... , , JLi
1 

, , ••• , , f.L;, , , ... , , we enve · 1a 

lk 

s ,k:,h '/, ( s,h:,h ) + "\"' s,k,h I:J!.:,h( s,k,h ) JLo u o w , n ~ JLj u j w , n 
j = l 

l k 

~ - 2 Lf.Lj,i' ,"(JE: + ~ + Jih) 'in EN , 
j=O 

JL~,k: ,h(JS·k,h(w"'k,h) _ Io (w"·!.·,h) + f3(q) 

- JE:d( ws,k,h , W 8
) - .,j8;d( w"·!.·,h, 'Ur' ·"')) = 0, 

ttj'"'"(P·''·"(w" ·k,h)- IJ '"(ws,k ,h) + q(x"' ·j) 

- JE:d(w s,k,h,ws)- ~d(w" ·"'· " , ·u/· '' )) = 0, j = 1, . . . ,lk. ( 4.17) 

The following lemma is a direct consequence of the last relations if we admit 
as the co llections n various "single-point" sets in the form { x 1 = ::z;, ,u = 1, 
w 1 =: v, p 1 = 1, Tp = 1} and remember that the functions a, F are continuous 
in n and the set U* is dense in U. 

L EMMA 4 .2 There e1:ists a vectoT fLs,!.:,h E R1'+1 , 

I" 
"\""' .. s,k,h - ., .. s, k,h "> (\ .; - n 1 / ,. 
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satisfying the relations ( 4 .17) such that 

{ maux{ H(x , z [w"'·"·h](x), v, 1/!s, k,h[ws,k,h ](x), 1-L~ ·" · ") 
Jn vE 

- H (X ' z [ws ,k ,h] (X) ' Ws,k,h (X) ' 1/Js ,k,h [w" ·"·"]( X)' 1-L~,k,h)} dx 

:::; 2meas n ( JE: + A+ ...rYhl , 

459 

( 4.18) 

{" 

where 1/!s,k,h [ws,k ,h] = J-L~ , k , h17o[ws, k , h] + I: J-Lj '"' "1l~ '"[ws , k,h ], 1Jo[ws,k ,h] is the 
J= l 

solution of the adjoint problem (S.l) for ·u = w8 ·"·h, 

'1/J (l:) = - \7 zF(x , z [ws ,k,h](x), w'· "·"(~: )), 

11f "[ws ,k,h] is the solution of the same adjoint pr·oblem. fo r u = ·ur'·"·", 

7/.{r)::::: -1/meas (Sh( :x:J) n rl)x~ · "(.T) V zG(:~:, z[ws,k,h ](x)). 

z,. 
Define the Radon measure >, s, k:,h with support in U Sh(x" 'i) n !1 , by t he 

i.=l 

equality 

where E c n is a Borel set . In addition, obviously, the following equality is 
valid: 

fJ.~,k, h + IA s, k,hl = 1. (4. 19) 

Then, Lemma 4.2 may by rewrit ten in the following form. 

L EM M A 4.3 There e.1:ists a pair (J-L~,k ,h ' )\ s,k,/>) with,,~·"· " 2: 0 and a positive 

Radon meas1t1'e )\"'·" ·" E M(rl), 1-L~.k· ,h + 1>-s,k ,/>1 = 1, having supJ!OTt in. totality 
of those sets s, (:J:k ,j) n n, j = 1' .. . , 1~.: ' fo1' which 

J'·"·"(ws,k,h)- I'j"'(w"·"·") + q( x ''· j)- /f:d(ws,k,h ,ws) 

- /8;.rl(w 8 'k ,h, w"'·") = 0, 

such that the inequality ( 4.18) holds with 'ljJ 5 'k, h [w·', k,h ] = p.~ .k ,h17o[ur' ,l' , " ] + 
7]s,k,h[w8 •k,h], where rys,k ,h [w 8

·"'·"] is the solution of the problem (3.3) with fJ· = 
-\7 zG(·, z [w s,k,h](-))J\'·"·" , u = w"· '-· ,h. 

We can pass to t he limi t in t he relations of Lemma 4.3, at first, by cst inHttc 
(4. 11 ) a::; h.__.. 0. then, by estimate (4.4) ask__.. oo. Natnrally, t hese passages 

. . -
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compactness of a unit ball of the space of Radon measures, positiveness of the 
measures )..s,k,h and a priori estimates of Lemmas 3.1, 3.4. We omit the details 
of these sufficiently cumbersome but entirely obvious passages to the limit . As 
a result , we have the following lemma. 

LEMMA 4.4 There exists a pair (f.L0, >..•) with a positive Radon meas·ure ).. • E 

M(rl), f.Lo20 , f.Lo+i>..•i = 1, having support-in {x EX: J(w•) -G(x,z[w•](x))+ 
q(x) = 0} , such that 

r max{'H(x, z [w 8 ](x), v, 'lj! 8 [w 8 ](x ), f.Lo) Jo vEU 

- 'H (x, z[w•](x ), w•(x ), 'lj! 8 [w8 ](x ), f.Lo)} dx ::; 2meas rlft';, 

where 'lj! 8 [w•] = f.Lo7'Jo[w •] + 7'J 8 [w•], 7'J 8 [w8
] is the solution of the adjoint problem 

(3.3} with u = w•, f.L = -\lzG(·,z[w• ](-))>.. 8
• 

Finally, the first of estimates ( 4.4) together with the a priori estimates of 
Lemmas 3.1, 3.3, 3.4 give a possibility to rewrite the last lemma in terms of 
the primal m.a.s. u•, s = 1, 2, .... We get all relations of the theorem being 
proved as a result of such entirely obvious but quite cumbersome rewriting. 
The theorem is proved . 

5. Regularity, normality, Slater condition 

In connection with Theorem 4.1 it is natural to introduce the following de­
finitions, Sumin (1995, 1996, 1997a, 1997b) , of stationary, normal stationary, 
regular stationary and abnormal stationary sequence in Problem (Pq). 

DEFINITION 5.1 A sequence u• E V , s = 1, 2, ... is called stationary in Problem 
(Pq) if there exist a sequence of numbers / 8 2 0, / 8 

-+ 0, s -+ oo, u• E VJ', 
s = 1, 2, ... , and a bounded sequence of pairs (f.L0, >..•), f.Lo 2 0, >..• E M(rl), 
f.Lo + i>.. •i =f. 0, with a positive Radon measure )..• such that j~(G(x,z [u•](x))­
q(x))>.. 8 (dx) 2 - 1 8 and nonzero limit points (f.Lo, >..) =f. 0 only, such that the 
inequality (4.1} holds with 1J 8 [u 8

] being the solution of the adjoint problem {3.3) 
with u = u•, JL = -'VzG(·,z[·u• ]( ·))>-. 8

• 

D EFINITION 5.2 A stationary sequence us E VJ', s = 1, 2 , ... , / 8 2 0, / 8 -+ 0, 
s -+ oo, in Problem (Pq} is called normal (regular, abno1·mal) if all (there 
exists, does not exist) the sequences (f.L0, >..•), s = 1, 2, ... , corresponding to it, 
according to Definition 5.1, have (having, having) limit points (JLo, >..) with the 
component JLo > 0 only (with the component f.Lo > 0 only, with the component fLo } . 
Problem . {Pq) is called normal (abnormal) if all stationary seq·nences in th·is 
vroblem arc normal (abn01·mal). Problem {Pq) is called 1·cgular if thcr·c exist 



Opt i111 a l control of :->cmilincar ell iptic equat ion 4Gl 

further, we sha ll represent sufficie nt condition of normali ty for t he so-called 
'·linear-convex" Problen1 (Pq). lt gcne rali J~es t he classical Sla.ter condition in 
mathematical programming to t he case of a subopt ima l problem with state 
constraints. We shall call it Slater condi t ion as well. To this end we first prove 
the follo wing lemma . 

LEMMA 5. 1 Let z E WHD) be a solution of the linea1· boundaTy value pmblem 

8 
-::.;-o.;,j(:~: ) zx ,· + b(:~:) z = j(:1:), z (x) = 0, :1: E S, 
u X; · 

(5 .1 ) 

wilh coefficients O.i ,j satisfying condition {ii) and with coefficients b, f E L,J!2 (rl.) , 
q > n. IJ (:1:) :S 0 ./01· a.e. :r E !1. Then , fo ·r any mea.nwe J1. E IY!(!l) we have 

/ z(:t) JL( (/;c ) = r 1/ [Ji.](:c) f( :l:) liJ.:, 
./n ./r~ 

(5.2) 

where 1/[J.L] E W~(H) , a< n/(n - 1) , is a sointion of the adjoint pmbiem, ('U!). 

P roof. Recall first t he well known fac t tha t a ny Radon measure cau be *weakly 
attained by some sequence (of even smooth func t ions) bounded in L 1 . Therefore, 
s ince JL E M(H) , t here exists a sequence gi , ·i = 1, 2, ... , g·i E C(H) such t hat 

( t. he ex isteuce of t he sequence .rl, i = 1, 2, ... , can IJ u proved with t he same kind 
or const rnction as in Giusti, 1984 , Theorem 1.1 7) . By Lemma. 2 on representa­
tion of a linear funct ional on the se t; of solu t ious of li near Dirichlet boundary 
value problem of S11min (1989), we have the eqnality 

/ z(:~:) gi(:r) dx = r 7]i(.1:)f(:r;) d:u , 
./r~ ./n 

(5.4) 

where 1]; E vVHD) c l~l ~(n) , a E [1 , n/(n - 1)) , is the so lution of the adj oint 
problcnJ (3 .2) wit h JL = gi. Due to the first est imate or Lemma 3.4 a nd to t he 

equality (5.~1) , we can wri te til e e::;t imate l lti ; II S~/1 :S J( wit h a constant K > 0 
independent of i. Hence, by t he limit relatio n (5.3) and by t he uniqueness of 
the solut ion 11 (see Lemma 3.4) we can write II'');- 11llp,!t --+ 0, ·i --+ oo , with 
p < na /(n - a ). Iu t um , by t his limit n~ l ation and hy t he limit relations (5 .3 ), 
we pass to t he li mit in the equality (5.4) as i --+ oo . As a resul t, we obtain 
equa lity (5.2). T he lemma is proved. • 

THEOREM f>. l Let !.he funct ion a involved in (2. 1) have a fonn a.(x,z, v.) 
a 1 (:1: )z + a2 ( x, ·u,) and the fnncl.ion G selling the slate consl·minl be conve.r wdh 
·respect. lo .-, fm· every.'!;. Let also n° E D be S'll.ch a contrn/, that G(:r, z[11°](:r))­
q(.1:) :::; -1 'lx E X , 1 > 0, i.e. , Pm blem ( P,1) satisfies !.he Sla.ter conllit·ion. 



462 tv!.!. SUM IN 

Proof. Assume that the assertion of the theorem is not true. Let u"' E V , s = 
1, 2, . .. , be a stationary sequence in Problem (Pq) such that the corresponding 
sequence of pairs (JLo , .A") , 8 = 1, 2, ... , has a limit point (JLo, .A) with J.l·o = 0. 
Then , by positiveness of the measure .A", by convexity in z of the function G 
and by Lemma 5.1, we can write for any 1.L E V 

k (G( x, z[u](x)) - G(x, z[u8 ](x)) ) ,A 8 (dx ) 

:::: { 'V zG(x ,z[u8 ](x))( z[u](:r:)- z[·us](x))A"(d:r) Jn 
= j~ 17""[u8 ]( x)(a(:r, z[u 8 ](x), u8 (x ))- a(x, z[u 8 ](x), ·tt(x))) dx 

= k (H(x, z[u 8 ](x), u8 (x) , 1]'[u8 ](x)) 

- H(x, z[u 8 ](x) , u(x), 7J 8 [u 8 ](x))) dx (5.5) 

where 7J 8 [1L 8
] is the solution of the adjoint problem (3.3) with u = u•, 1;, = 

-'VzG(·,z [u 8 ]( ·)A8
) . In addition, obviously, the difference z[u](x)- z[u8 ](x) is 

a solution of the linearized boundary value problem 

By virtue of the limit relation p,0 --> 0, s--> oo, the inequality (5 .5) and station­
arity of the sequence ·us, s = 1, 2, ... , we obtain for some sequence of nonnega­
tive numbers 'Y"'. 8 = 1, 2, . .. , convergent to zero, the following inequality with 
7/J 8 [u8

] = JLo77o[u8
] + 7Js[·tc'] 

j~ ( G(x, z[u]( x)) - G(:z: , z[tL''](x)) )A"' (d.cc ) 

:::: r {'H( x' z[u8
]( ;z; ) ) U

8 (:r;)) ?j; 8 [·t/] (x)) p.()) Jn 
- 'H(a;, z[u 8 ](x ), u(x), 1/J" [u8 ](x ), JLo))} dx 

+ l { -JLg(Ho(x, z[1L8 ](x), tL 8 (x), 7Jo [u8 ](x)) 

- Ho(x, z[u 8 ]( x), u(x), 7Jo[u8 ](x))) } dx:::: _·;:ys . 

At the same time, by the belonging to the support of the positive measure A8 in 
{x EX : IG(x,z[u" ](x) )- q(x) l :::; / 8

}, by nondegeneracy of any limit measure 
for sequence .A", s = 1, 2, ... , and by the Slater condition, we can write 

l (G( x, z[u0](x) ) - G(x, z[u" ](x) )) _A
8 (dx ):::; - a 

fm- «nm~> nnmhcr a > 0. The contradict ion obtained completes the proof of the 
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6. Approximation of the primal problem with the state 
constraint by the problems with funct ional constraints 

Consider t he sequence of t he optimization problems depending on the fini te­
dimensional vector parameter r/ = ( !]~ , . . . , !Jt ) E R1

" and approximating the 
primal P roblem (Pq) 

l o(n) __, inf , I "' (v.) EM"'+ IJ"', v, E D , q"' E R1
", (P "' .. ) q' 

I. ·, Mh· - { h· R1' · • • 1' < 0 · "' < 0} I"' ( ) (Jh'( ) I "' (· )) wte1c = y E . . !h _ , .. . , y1, _ , 11. 1 7L , .. . , t,,, n , 

I f(u) = G(:r "' ·i, z[·u](J:"'·;)) . Here the sets _;)("' = {x1.:.1 , ... ,x"'·1' },X arc t he 
same as in Section 4. 

As in case of Problem (?,1) and according to vVarga (1971), a sequence 
7l; E D , i = 1, 2, . .. , is ca lled m. a .s . in Problem ( P,~,. ) if t he following relat ions 

hold for the value fund ion fh· : R1
' --> R 1 U { + oo} 

lo(v,;) :S: /h (q) + 1'; , 1t ; E D~', 1 \ f ; 2 0, -·( , Ei __, 0, i--> oo , (6 .1) 

where D~ , = {v. E D : IJ (n) - qJ ) ::; E, j = 1, .. . , lk} , {3~,;( q "') = (J,,,,+o (q 1
'' ) = 

lim (h. ,(qh') :S: fh o(!J"') , (3,, e(!J 1' ) = inf Io(u) , f3k , (q") = + oo , if D' , = 0. 
€--+ + 0 ., ' ' tt E ~D~1 .1.: ' . q 

LE!v!Mi\ 6 .1 Let (J(q ) < oo , q E C( X ). Th en, there e:rists a sequence of vecton; 
q1

'' E H1
', /,: = 1, 2, ... , such Lhat (Jh-( q") --> (J (q). /,:--> oo . in prwticula1·, one of 

I I I f. . - k _ (- 1: -k ) - 1.: ( . "' ; ) · 1 1 suc1. sequences w.s t w. onn.q = q1 , .. . , q1,_ , q;_ = q :c ' , ·t = · , .. . , ·h· · 

P roo f. Let 11.' , s = 1, 2, . . . , be a sequ <mce of controls such that ·u" E D~' and 
Io(tc' )--> {3(q), E" 2 0, c" --> 0, s-:- ex::·. Due to Lemma 3.1 and to the condi tion 
(iii ) for the function G, f11n ctions of the fa mily h (tc' ), s = 1, 2, . . . , arc uniformly 
bouudcd and cquiconti un OIIS O il n. For this reason, we shall suppose withou t 
Joss of genera li ty t hat 

ll t(u" )- iJI~ ) --> 0, s --> oo, I]E C(D) . i]( -1: ) ::; q(:c), 1; E X, 

111 'lx {O P (·u8
) - -qj P (·tt") - lj j 1 0 9 oo J - 1 ·) ( ,.1 , 1 ' l, . . . , . ,J l j f ----? ; ' ---r ' - , ..... , . ... 

Since J( h- c .X~I.:+l· /,: = 1, 2, . . . , it. fo llows by t he last limi t relat ion and by defi ­
nit ion of t he function f3 A- tha t w<~ may sd ect snch s ui>sccptcnce SA- , /,: = 1. 2, . . . . 
of t he seq uencc s = 1. 2, . . . . for w hi ell 10 (u,'' ) 2 /"h. (r/ ) - 61

', 81
· 2 0, 81

·' -:- 0. 
k-:- oo . Hcucc . we mny as:-'e rt t.lml. liu1 sup (h (r/ ) S (3(q). Sinttd t.a tJCO ttsly, W<' 

1.- - ><:;<.0 

can show that t he in<XJll ii lity lim inf !'h (T/ ) 2 (3(q) ho lds. Obvio usly, I he last 
1.-- ~x:; 

will mean the end of t he pro()!". Suppose t hat. t his inequa li ty is not tn w. Thr~ n . 

it follows wit ltouL loss of gcnc ra li Ly l ha t lim fh (r/ ) ::...: n' < (J( rJ ). Th is st ri ct in-
1.- __,= 
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max{O,I[(u"' )- qf, . . . , I1
8 (u"') - q[ } -+ 0, Io ('n 8

) -+ a , s -+ oo . By equicon-
' s 

tinuity on TI" of the family I 1 (u 5
), s = 1, 2, ... , the first of the last two limit 

rela tions leads us to the sequence of inclusions 1£"' E V~' for some sequence of 
numbers c' 2: 0, E"' __, 0, s __, oo. These inclusions together with the second of 
limit relations mentioned above contradict the definition of the function (J( q) as 
the value funct ion of Problem (Pq)· The lemma is proved. • 

As in Sumin (1995, 1996, 1997a, 1997b) introduce the following definition of 
a stat ionary sequence in Problem (P,~") 

DEFINITION 6.1 A sequence of controls u i E TJ , i = 1, 2, .. . , is called a sta­
tionary seq·uence in Problem (P;U if there e:r;ist a sequence of nwnbcTs --·/ 2: 0, 

i = 1' 2, ... ' "'i 2: 0' "'i ___, 0' i -7 00' 

; "'"''' ·'' - {. "'"'.I"'( ) "' ; ,. - 1 l } v. E v"" = u E v . j 1i - qj :S "! , J - , . . . , k , 

and a bounded sequence of vectors p.k ,i E R1d 1 , i = 1, 2, ... , 

l,. 

~~.i~ ,i # 0, p.j 2:0, j = 0, 1, .. . , lk , 
j=O 

i (I"'( i) k) > i . 1 2 l /l. j j 1i - qj - - "! , J = , , .. . ' k , 

such that 

/ max{'H(x, z [ui]( :r; ), v, ~}·i[ui](x), P.b ) .In uEV 

- 'H(x , z[ui](a:), ui (x), 7/JI.: ,i [ni](x ), p.h)} dx :S "'i , 

l k 

where 1/Jk,i [ui] = p.h17o[ui] + L::: p.~'i1Jj [u'i], 1Jo[ui] is the solution of the problem 
j=l 

(3. 1) with u = ui, 7/J(x) = -\7 zF(x , z [·ui](:1:), ui(x)), 17j[ui] is the solution of the 
problem 

8 
-;;;-a;,j(x)17x; + Y' za(x, z[·u](x), u(x) )17 =-Y' zG(x , z [u]( x))p., 
UXj 

17(x) = 0, XES (6.2) 

with ·u = ui, p. = Oxk ,j , and moreover, the sequence p.k,i, i = 1, 2, .. . , has only 
nonzero limit points. 

As in Sumin (1995, 1996, 1997a, 1997b) , together with this definition define the 
l k 

f L . 1 · 1· . Lk,>. - { "" ~< J Rt" . k - ( k k k ) sets o agrange mu t tp 1ers. qk = - 0 P.j e E . p. = P.o, p.1 , ... , Jt tk 

j=l 

E R 1d 1 , /.ik # 0, p.~ = .A , so t hat there exists a s,equence of stationary controls 
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t " ' . 1 ? I I " . I' . . } ..\ 0 1 Mk 0 
-vee ors fl· · , ·1, = , ~ , . .. , 1as t 1e vector jJ. as 1ts umt pomt , = , ; ;, q ~ = 

L k,O U{O} M k) = L 1.:,·1 ' 
q' ' qk "' 

Fnrther , in complete a nalogy with Sumin (1996, 1997a) we may assert that 
t he following theorem is va.lid for Problem ( P~',) with a finit e number of func­
tional const ra ints. 

TH EO REM G.1 Let f3k( q" ) < +oo. Then we have 

and Clarke's generalized g·radien/, of the value function f3k at q" is equal to 

8(3i.:(qk) = conv{of3J.:( q") n M;~ 1 + o00 f3~.:(qk) n M,~~0 }. 

COROLLARY G.l Let all pmblems P~\. be nonnal in some neighborhood 0"" of 

a point qk, i.e. , M~·ko = {0}, yk· E 0,/,, and rno1'eover, the sets M:k 1 uniformly 

boundend with r-espect to y" E 0 ,
1

k by a cons tant K in some nann II · II (e.g., 
Euclidean nann II · II = I · 1). Then, the value function {3~;: is Lipschitz in this 
nann on 0 ,1" with the same constant /{. 

Proof. The asse rtion of the corollary follows immediately from the equali ty of 
Theorem 6. 1, Theorem 2. 3.7 (mean value theorem in the Lipschitz case) and 
Theorem 2.9. 7 in Clarke (1983). 

7. Lipschitz continuity of the value function, typical of 
regularity 

First, we show in this section that the normality of Problem (Pq) (see Definition 
5.2) implies Lipschitz continuity of its value function in the neighborhood of t he 
point q E C(X) . To this end , we show that the normality of Problem (Pq) 
implies the existence of b > 0 for which all sets M\1 E R1

k , k = 1, 2, ... for yk , 
y 

IYk- IJkl oo :S b are uniformly bounded with respect to k = 1, 2, . .. and y" in 
c-norm I · loo where we understand c-norm lx loo of a vector x as the quantity 
max{lx1l , . .. , lxz, l} . 

Assume that it is not tnte. Then, there exist such sequences of vectors 
f/ E R1

k , /\ !.: E M:~ 1 , k= 1, 2, ... , that 

1- k -"' I o I ' " I k y - q 00 -+ ' /\ 00 -+ oo, " -+ 00. 

This means that for every k = 1, 2, ... there exist a sequence of controls uk ,i ED, 
·i = 1, 2, .. . , a sequence of numbers "Yk ,i 2: 0, i = 1, 2, . .. , "Y k ,i 2: 0, "Yk,i -+ 0, 
i-+ oo, 

._.. 1,. I \ -~• 
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and a bounded sequence of vectors /Lk ,i = (!L~'i, Jjk ,i ) E R 1d 1 , i = 1, 2, ... , 

lk 

L /.L~ ,i :~= o, !L~·.i ~ o, 1 = o, 1, . .. , tk, 
j=O 

"·'(I"( k,i) -k) > k,i · l !LJ j u - Yj _ - 1 , J = 1, 2, ... , ~.;, 

such that 

( max{H(:r , z[uk ,i ](x), v, ·l{!" ·; [uk ,i](x), IL~ ' ;) Jo vEU 

-1-{(x, z[uk,i j(x), 1Lk,i(x), 1j/•i [1Lk ,·i](x), fJ·~ · ·i)} dx::; /k,i, 

. lk . 
where ·l{!k,i = IL~ '' 77o[u" ·i ] + 2:":: !L1'' 17J[uk ,iJ, ry0[·u" ·i] is the solution of the problem 

j=l 

(3.1) with u = uk,i, 1/J(x) = -Y'zF(x, z[·u"' ·i ]( :r ), ·u"' ·i( :r)), 1!j[-uk,i] is the solution 

of the problem (6.2) with u = u"·i , JL = 8x"·.i and , moreover , the sequence fLk,i , 
i = 1, 2, ... , has the point (1, ..\k) a· its limit. 

Let 'i~.;, k = 1, 2, ... , be such sequence that 

1 k,ik -+ 0, 1 k ,i k /1/\kl oo =: 1k-+ 0, !L~ , ik /l..\"'100 :::=: p;~ -+ 0, 

IIJ,k, iA/1..\"I oo loo -+ 1, Mk ,ik /1..\"loo = Jl1' = (Ji~' .. · 'Ti~~ ). 
-A· 

Then, it is easy to observe t hat the sequence u"' = ·u1'·i,, E DJ' , k = 1, 2, ... , 
1i· -+ 0, k -+ oo, sat isfies the relations 

/ max{H(:r; , z [u'](:r) , v , -~jl ['//. "](:7:), Ti~) 
} 0 •· EU 

-1-l(;r , z[·n"](.'l:) , vk(:~:), ·1/J k[·u"](:l:), Ji~)} dx::; 1\ 
where 1/J" = p;~ry0 [u"J +1/[u"J, 11"[1L"'J is t he solution of the aJjoint problem (6.2) 

lA· 
with 1L = 11." and with fJ. = p;"' = 2:":: Ti)'oJ,"·J (here we preserve for the measm e 

j = l 

the same notation which we cxploi ted above for the vector of multipliers). More­
over, obviously, p;~-+ 0, ITL"I-+ 1, k-+ oo , and the positive measure TI" E M(D) 
sat isfi es the inequality r,(G(:1:, z[nk](:1:)- q(;c) ) JL"'( cl:l:) ~ -1~ , 1~-+ 0, k-+ oo . 
Here and above 1~, k = 1, 2, ... , s = 1, 2, arc some sequences of nonnegative 
numbers . Thus, the sequence u", k = 1, 2, ... , is a stationary one in Problem 
(Pq ) (ik = max{1k, 1i.1~}) but simu ltaneously it is not a normal station­
ary sequence. The contradiction obtained implies that the property of uniform 
boundedncss of the sets M"'~ 1 , mentioned above , is proved . 13y repeating the ar-

Y 

guments of this proof, we may show a lso that all Problems ( P1~~) for y1
·' satisfying 

the inequality IY"- IJ"I oo :=; 8 arc, without loss of ge nerality, normal ones . 
So. according to Coro llary 6.1 , t he val ue fuucLions /31.-(y") , lv"' -- q1'lxo ::; 
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1, 2, .. . . It follows that the Lipschitz condition with the same constant in 8/ 2-
neighborhood of the point q E C(X) holds for the value function of primal 

Problem (Pq) as well. In fact , let q1
, q2 E C(X) , llq; - qll~ l :S 8/2 , i = 1, 2. 

Then the inequalities liJi,l.: - IJ"I oo :S 8/2, i = 1, 2, hold also, where q i ,k = 
(q~· "' , ... , q;~") , qj·" = qtv"·J) , j = l , . . . , lJ.: . But then , according to the fact 

proved above, we may write l/h(q 1·")- ,6k(q2·")1 :S Klq1•k- q2•kloo, k = 1, 2, .... 
Thanks to Lemma 6 .1, passing to the limit in the last inequality as k -) oo , we 

have l,6(q1
) - /:l(q2 )1 :S Kllq 1 -q2 ll~l. Lipschitz continuity of the va lue function 

is proved. 
Further , we will prove a result which is in some sense inverse. We wi ll use 

the following definition. 

DEFINITION 7.1 A vecto7' n E Rm ·is said to be a pmximal normal or pr·oximal 
nonnal vector to set C C Rm at :1: E C if there exist a vector u ~ C and a 
nmnber A > 0 snch that n = ,\( u- x) , ll ·u- :J:II = p( u , C) , p('u, C) = inf lu - cl. 

cE C 

According to Clarke {1983) , the vector ·u- x is called perpendicular to C at x. 
Th e set of all prm:imal nor-mals to C at .T E C is denoted by P N c ( ~t) in B oTWein 
and Str-ojwas (1986, 1987). 

TH EOREM 7.1 Let the value fun ction ,6 of Pmblem (Pq) be Lipschitz contin­
·umts in a neighborhood of q E C(X). Then, there exist regular m.a.s. for 
Problem (Pq) in a neighbo7'hood of q. 

Proof. Due to space limitation , we give only the main idea of the proof. Consider 
the fa mily of Problems (P v) = (P + - ) where (j = 1, depending on parameter v. 

'I vq 
Since function ,6 is Lipschitz continuous in a neighborhood of q, it follows ob-
viously tha t the function of one variable {J(v) = ,6(q + v(j) is Lipschitz in a 
neighborhood of zero. Therefore, by proximal normal formula for Clarke's nor­
mal cone (see , e.g. , Clarke, 1983, Proposition 2.5.7), there exist such sequences 
of numbers vi, (i, 7Ji, i = 1, 2, ... , that 

z}-) 0, {J(vi)-) {J(v), ((, -r/)-) ((, -77) =f- 0, i-) oo, 7) > 0, 

((i , -17i) E PNepi(J(vi, (J(vi)). 

By analogy with the proof of Lemma 4.2 in Sumin (1996) (see a lso Sumin , 1997a, 
Lemma 8) and by the above relations, we may conclude t hat if ui,k, k = 1, 2, .. . , 
is a m.a.s. in Problem (P v' ) in the sense of (2 .2) (rk = ,i.k, Ek = Ei ,k) then the 
sequence ( 1ti ,k, vt k = 1, 2, ... , is the m.a.s., in the same sense, in the problem 

I i(u,v) = Ai7)ifo(1t)- ,\i(iv' + ~ 11 (1/',Io(u)) - (zJi,{J(z; i ))ll 2
-) inf, 

h(u) EM+ q + v'q, 1/1 E Sr , u E TJ , (7 .1) 

where S p = (-P, P) is a segment of sufficiently large length such that 1/i E S p , 
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since the following inequali ties hold 

Xi7]ilo(ui,k)- X'(ivi + ~11(,/',Io (ui ,k)) - (v; ,f( 1}))112 

::; X'17;f(v')- X'Cv; + >.'77ili,k + ~ (1; · ")2, 
p(h(ui,k)- q- vi,M)::; t'·", li ,k, Ei,k·--> 0, k--> oo , 

M. I. SUM IN 

and the lower bound in the problem (7.1) is equal to >.i17; f3( u;)- Xi(iv i. This 
fact may by proved with the same kind of arguments as in Sumin (199G) (see 
the proof of the equali ty (4 .8 )). 

Further. we wi ll write the maximum principle for t l1e m.a.s. (1Li,k , 1/i), /,; = 
1, 2, . .. . in the problem (7.1). Since this may be reali t,ecl according to scheme 
of proof of Theorem 4. 1 (with the set of controls V x S p instead of 'D) , we omit 
the proof. 

L EMMA 7.1 Th eTe exist a sequence of numbe1·s ,i.k 2: 0, k = 1, 2, ... , 1'·" --> 0, 
k --> oo and a sequence of pairs ( ! L~·\ >. i·"), ! '· ~· " 2: 0, ).i ,k E M(f2), fJ. ~,k + 
IXi·" l = 1, with a positive Radon ·measuTe >.i ,J,: having a suppoTt in {:c E X 
IG(x, z[·l{"J(x)) - q(:r)- v'l::; l i,J. } s·nch that 

/ ma::::-{7-i(:r, z[n' ·"](:c), v, ·~;J' J' [u '· "](.:r), fi~' 1'e·") lo uEu 

- H (:r , z[·ui./.](:r), v.u(x), 1/,i,l. ['ll.i ,k](:c), p.;J"~d) } d:r::; , ·i,", 
max ( -fJ.~· "X'(' - IX'·"I)(u'- vi)::; 1'·"' . 

v' ESp 

wheTe ('·1' = >.. '17; + Io('u;·"') - f(ui), ·q/ .A·[u i· "] 
1/ ·" [·n; ·"' ] = 17[ui.A: , -\7 z G(-, z[u'·"' ]( ·)) Xi·"] . 

(7 .2) 

We have I 0 (ui,J.-) ---+ f(ui) , '" ---+ oo, v' --> 0, i ---+ oo. Hence, then~ exists a 
subsequence h:;, i = 1, 2, . . . such that 

p(h (u') - q,M) :S 11/ ii+P(Il('ni)-q - vi, M ) :S lvii +Ei,k; , 

Ei,k;--> 0, /i ,l.:;--> 0, (Io (u;) - 7J( v i))l >.i --> 0, 

l i,k; IN --> 0, ·i --> oo , ·ui = ui ,k ; . 

Without loss of generali ty, by the second inequality (7.2), by the limi t relation 
Xi--> 0, i--> oo , by the condition of normalization /1.~· " + IX'.k· l = 1, by the *weak 
compactness of a unit ball of the space of Radon measures , and by positiveness 
of the measm es ). i ,l.: we have simultaneously 

!1.~/"; ---+ 1, 1>.; ·"' 1 __, o, xih 1 >. ' ---+ >. E M (n ), (17, >.)t-o, ( + 1>..1 = o. 
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LEMMA 7.2 There ex-ist a sequence of numbers-/ 2: 0, ·i = 1, 2, ... , "-/ _.. 0, 
-i _.. oo, an rn .a.s. ui E DJ', and a sequence of pairs (p.0, .\;), Jtb 2: 0, Xi E 

M(D.) , p,0 + IX;I = 1, with a posit-ive Radon measure Xi having a support in 
{x EX : IG(x, z [ui](x))- q(x)- vii :::; f'i} such !.hat 

/ max{H(x, z [ui ]( x ), v , 'l/J; [ui](:r), p.0) 
.}11 vEU 

- H(x, z[7ti](x), ui(:r), 'ljii [ui](:r), ~-tb)} dx:::; /'i, 

~-to = 1J > 0, ( + l.\1 = 0. 

wher-e (p,0 , .\) is an ar-bitmry *weak accurn·ulation point of the sequence (Jt0, >.i), 
i = 1,2, ... , 'l/ii [ui] = ~-tb7Jo [ui ] +7Ji [·ui], rl [1ti] = 7J[7i,i, -\lzG(-,z[ui](·)).\i ]. 

Thanks to Lemma 7.2, we can speak about regularity of Problem (Pq). 
Naturally, in general situation Lipschitz continuity of the value function (3( q) 

does not take place . Nevertheless, the following common result is va lid . 

THEOREM 7.2 A set of allpo·ints q E dom.(J, for which !.here exist only regular 
Tn.a.s. in Pro blem (P,1), is dense in dom (J . 

In pract.ice, t he proof of t his t heorem repeats the first. par t of t he proof of 
Theorem 7.1 (see the part of t he proofb dore Lemma 7.1). ln fact , let q E dorn (J , 
(j E C( X ) be a positive fu nction . Then q + 1/(j E dom(J , v E dom/3 for JJ 2: 0 
and the value function /3(JJ) = (J( q + TJ(j) from t he proof of Tlworem 7.1 is 
only a lower semicontinuous funct ion of t he number parameter IJ 2: 0 since the 
function (J(q) according to Lemma 3.2 is lower semicontinuons. It follows, by 
l3orwei n and Strojwas (1986, 1987), Theorem 7.1 , t hat points v where there 
exis ts a prox ima l norma l (( , - ·17) E PNepi(J( IJ, /3(1;)) with 7] > 0, are dense in 

the segment [0 , JJo], tJo > 0. As iu the p roof of Theorem 7.1, the last means that 
for some/\> 0 a rn.a.s . -u,k E D , k = 1, 2, . . . , in Problem (Pv) is a lso m.a.s. 
(in pai r with v) in Problem (7.1) for X' = .\, 'l] i = 'l], ci = (, I} = lJ. Writing 
t he maxinJum pri nciple for t his m.a.s. in the problem mentioned (sec Lemma 
7.1) , we der ive t he regular nmximnm princip le for t. he rn .a.s. u". /,: = 1, 2, ... , 
in Problem (P + - ). Since we may take the ])Oint IJ a rbitrarily ll<~ ar to zero . it 

(/ l.lfJ ' ' 

fo llows Lhat any neighborhood of th e clement q E dum f3 contains an d ement 
q + JJ(j where Problem (P + - ) is regular. Hence , t he t heorem is proved. 

q IJ(j 

REMARI< 7.1 Using the normals in the sense of Monlnkhovich {1988), Mor­
dukhovich and Shew ( 1996), instead of the pm:riuwl nomwls in the sense of 
Definit·ion 7. 1, we m.ay impnrue the result of Theo·rem 'l. .'2. Namely, il may 
!Je pmued that fm· any !J E dom(J and fm· any posdive function (j E C (X) in 
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8. Illustrative examples 

In this section we will consider two illustrative examples in which usual optimal 
cont rols do not exist. At t he same time, we can apply our results in their 
analysis. 

EXAM PLE 8 .1 Let us consider t he problem with the well-known functional 

in (( z [uj (x)f- u2(x )) dx _, inf, z[u]( x) :S q(1: ), 1: =: (.T l , X2) E f2, 

q E C(IT) , n = [0 , 1] X [0 , 1], u = [-1 , 1], n = 2, 

t.z- z = u(.T), X En, z(x) = 0, XES. 

It is easy to see that this "linear-convex" problem satisfies all condi tions of 
Section 2. Since z[u](x ) = 0 for u(x) = 0, then due to Theorem 5.1 and 
Section 7 the value function {3 is Lipschitz continuous in a neighborhood of any 
positive q E C(IT) . The maximum principle of Theorem 4.1 for q = 0 may be 
written in this example in the following form: 

where "'·/ _, 0, i _, oo, f-Lo 2 0, 1Pi [u; ] is a solution of the problem 

6. 1P - 1/J = -p,o 2z[ui j(x) - )., i, X E f2 , 1P(x) = 0, x ES 

with the positive measure >.. i E M(r2 ) having a support in {x E IT : lz[ui](.T )I :::; 
'Yi }, p,h+l..\ i l = 1. An elementary analysis of these relations shows (see analogous 

examples in Sumin, 1986, 1996, 1997a, 1997b) that any sequence u i E vJ' , 
i = 1, 2, . .. , in our example will satisfy the maximum principle if the following 
rela tions hold: p,0 _, 1, ll v~; [ui ]llu< _, 0, llv.% ,n _, 1, i _, oo. Obviously, 
one of such sequences has t he form u;(x ) = {1 , 2k/2i:::; x1 < (2k + 1) / 2i , -1 , 
(2k + 1)/2i :::; x 1 < (2k + 2)/ 2i , k = 0, 1, . .. , i- 1}, l>.. i l _, 0, i _, oo. It is easy 
to show that this sequence is really the m.a.s. in our example for q = 0. Finally, 
we note that the usual optimal control docs not exist in this example for q = 0. 

EXAMPLE 8 .2 Let us consider now the same problem as in Example 8. 1 but 
with the state constraint z2[u](x):::; q( :r: ) instead of z[u](x):::; q(x ). It is easy to 
see that the control u(x ) = 0 is a unique control in this optimal control problem 
for q = 0 for which the state constraint holds in the proper classical sense. 
Therefore, we have the equality {30 (0 ) = 0. At the same time, it is easy to show 
with the same kind of arguments as in Example 8.1 (in this example the adjoint 
functions ·1/Ji [ui] satisfy the same adjoint equat ion but wit h t he right-hand side 
- 11 £ ?,. f?,i ] - ? ,. fnil_A i) that /3(0) = -1. T hus, we have the strict inequali ty 
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