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Abstract: For some heuristic approaches to boundary variation 
in shape optimization the computation of second derivatives of do­
mai n and boundary integral functionals, their symmetry and a com­
parison to the velocity fi eld or material derivative method a re dis­
cussed. Moreover, for these approaches the functionals are Frechet­
differcutia ble in some sense , because at least a local embedding into 
a Banach space problem is possible. This a llows the discussion of 
suffic ient coudition in terms of a cocrcivity assumption on the sec­
ond Frechet-deri vative. The t heory is illustrated by a discussion of 
the famous Dido problem. 
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1. Introduction 

Sha pe optimization problems have been intensively studied in t he literature 
thronghout the last 25- 30 years with respect to various directions of invest iga­
tion. A lot of methods for description of domain variation have been developed 
and derivat ives of functionals and solutions of state eq na tions with respect; to 
these domain or bonndary variations can he computed. Moreover , the necessary 
optimality conditious are given, and numerical algorithms for a wide variety of 
problems arc applied (sec the surveys in Pironncan. 1983, and Sokolowski and 
Zolesio , 1992). Nevertheless , dnc to some dif-Ficul t ies ctr isiug from the thr.o ret­
ical as well as technical poi nt. of view, Lhe study of Sl lffic icnt conditions seems 
to be not ve ry well developed at the moment. Only a few tmmbcr of papers 
are coucerncd wit. l1 related investigations (Fujii , 1994, Bel(JV and Fujii, 1997). 
Tlwrdore , it scents to make sense to discuss the cr1sicst. c<tse of shape l'mw t; iou-

l -



486 K. EPPLE R 

In Eppler (1998a, b , 1999) the author discussed an easy approach to the 
description of the boundary variation for starshaped domains by the usc of po­
lar coordinates. This allows the description of the boundary and the boundary 
perturbation in the same way by functions of the polar angle ¢. Consequently, 
a (global) Banach space embedding of the shape problem is possible, which al­
lows the investigation of Frechet-differentiability using the standard differential 
calculus for Banach spaces. In this way the existence of first Fnk het-derivatives 
for domain and boundary integrals of t he type 

.h (n) = j h d:r and h (n) = ./ g dSr, r = on, (g , h are given data), 

n r 

is shown , which arc equivalent to formulas for first (directional) derivatives for 
other approaches . 

As a starting point for this paper we have the following in the case of star­
shaped domains: 

Similar to first derivatives dJ;(D)[r 1], (i = 1, 2), second derivatives can be 
directly obtained in the sense of 

because the first deri vatives can be expressed as integrals over the interval [0 , 27r], 
where only the integrand contains the perturbation parameter 8. These deriva­
tives are of Frechet-typc and therefore they have to be symmetric. 

Following the ideas of Kirsch, Kress and Potthast, this is investigated for 
boundary perturbations by smooth fi elds for the case of two-dimensionional 
domains, too. Although this approach allows at least a "local" Banach space 
embedding, the computat ion of second derivatives is not straightforward and 
needs a special definition of the direction of boundary perturbation on perturbed 
domains (in a neighbourhood of the reference surface). Furthermore, the normal 
boundary varia tion method is investigated for the sake of completeness. The 
derivatives of the area and boundary arc length are discussed as examples. 

Based on this, second order sufficient optimality conditions are obtained , a t 
first for the case of starshaped domains. After them, a comparison to other 
approaches is a lso discussed. An extension of the results involving equality con­
straints is given and finally these conditions were applied to the Dido problem. 

2. Domain perturbations and first derivatives 

In t his paper we shall st udy shape optimization problems for 2-dimensional 
simply connected bounded domains n c D, where D is given. In the first part 
we assume the domains satisfying a condition of starshapeness with respect to 
"""; "·hh A m·lwvl JT , (ry· " ) = [, ~ TR2 I I'll- :cnl < t5L with some fixed 8 > 0. 
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advantage of this assumption is that the bo undary r = an of such domains can 
be described by a Lipschitz continuous function r = r(¢) of the polar angle¢ 

(i. e., r := { 1(¢) = G~:~:~~:) 1¢ E [0. 27r]} ). Moreover, vice versa, each 

domain (boundary) can be identified with this describing function. 

REMARK 1 Due to a resul t of Mazja (1979 ), the boundary function of a do­
main n, starshaped with resper.t to an open subset U0 , is Lipschitz cont inuous 
wit h a constant , depending only on 5 and on do := sup{ lxl I x E n} . Con­
sequently, if we assume that all domains nnder considerat ion are uniformly 
starshaped and bounded (i. e., there exists a bounded outer "securi ty set" D ), 
then they have uniform Lipschitz continuous boundaries. 

REMARK 2 The assumption rE Ck, (k E JN) is equivalent to 

T(-) E c; [o , 27r] := {r(-) E ck [o , 27r]l7.(iJ(o) = rCil(27r), i = o, .. . , q. (1) 

For t rans formations into polar coordinates we recall the well known formulae 
for t he (local) curvature n:(-) (and related curvature rad ius R(-) = h:-

1
(-) - for 

r E C2 ) , arclength l (-), and unsealed and scaled outer normal of t he boundary, 
given by 

_ 1 2r' 2 (¢) + 1·2 (q>) - 7'(</J)r"(q>) 
R (¢) = n.(¢) = 3 , 

v7·2(¢) + 7''2(¢) 

and l(¢) = vr-7'2-(¢_)_+_7_'12-(¢-), 

and 

f/ ( u nscaled) a-((') __ (T( ¢)cos¢+ r' (¢)sin ¢ ) 
r(¢)sin ¢ -1" (¢)cos¢ 

:::} ii(¢) = 
1 

a(cf>). 
j1·2((p) + r'2(rp) 

In t he following a reference domain n E C 1 is given, where the boundary f is 
associated with the describing function r E C1~[0 , 27r]. In t his way, t he "vari­
ables" (the admissible domains) are identified wi th clements of an open subset 
of the Banach space C'~ [0, 27r], and differential calculus in Banach spaces can be 
applied to t he study of the problem. 

LE!v!MA 1 Let hE C(D) and g E C'1(D) be given. Th en the functionals J1 = 
J h dx and 12 = .J g dSr a·re Fre.chet-di.fferentiable with respect to C1~ [0, 27r] at 
n r 
eve ry adrn:issible n wilh the de7·ivalives 

2rr 

\7 ·h ('1·) h] = / r( r/> )r t ( r/> )h(r( (p), (p) d¢, (2) 
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and 

REMARK 3 For the proof see Eppler (1998a or 1999). Admissible perturbed 
domains (Or boundaries) f:l , are now defined by the connection f c {::> 7'10 ( ¢) = 
r( ¢) + cr1 ( ¢) with 1·1 E C~ [0, 27r] and c > 0 sufficiently small, provided that 
r,(¢) > 5, ¢ E [0 , 27r] is satisfied. Obviously, we have directional derivatives 
given by (2) and (3), respectively, which are linear and continuous w.r.t. 1·1 . 

Moreover , the related operator-norm of the Gateaux-derivative depends con­
tinuously on the C~ [0 , 27r]-nonn of r. This ensures the continuous Frechet­
differentiability of the functionals by standard arguments from functional anal­
ysis (see Bi:igel and Tasche, 1974, Ioffe and T ichomirow, 1979). 

REMARK 4 Shape derivatives are usually denoted by d · [Tl] or V' · hJ in these­
quel. Spatial gradients V' x and partial derivatives with respect to polar co-

ordinates (especially z~ = (V' X ' 1 er•)) Or boundary nOrmalS Often OCCur in the 

formulae and should not be confused with shape derivatives. Furthermore, be-

cause of er · n = r > 0, (er = (c~s~) - the radial unit vector), the Jr2 + r'2 sm '~' 
perturbations are always regular, i.e., the perturbation field is a tangential field 
if and only if r 1( ·) = 0. 

The description of boundary perturbations by smooth fields can be used 
for more general domains. Especially for 2D-problems boundaries and pertur­
bations can be described by vector parameter functions, based on the usual 
Cartesian coordinates, more precisely, we have for some T > 0 

r := { 1 (t) = G~~D \ t E [o , TJ }, 
with 1(t) = 1(t + T), and 1(·) E C 2(JR.). 

Moreover, we assume 1(tt) = 1(t2) {::> t1 = t2 , t1 , t2 E (0, T), i.e. , the curve 
is free of double points. The curvature (-radius), arclenght and the normal 

. 1 ±:Y- i;x 
direction are g1ven by R( ) = ""( t) = 3 , 

. t J x2 + :z? 

l() - ..;·2 '2 -()- (±)( y(t)) -()- (±)_(t) t - x + y , at - -x(t) => n t - T(t)a , 

where the sign for outward normal is "+", if r is positive oriented for increas­
ing t. Furthermore, differentiation with respect to arclength is connected with 
d df 1 df j 
- '"'- = -- = -...,..:,== 
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The description of perturbed boundaries lo is similar to T 

because a t least for sufficiently small E, the same parameter interval for f2E as 
for n can be taken. In order to have a nontrivial perturbation we additionally 
assume (~:i: j) ·n(-) =/= 0. Although, there are some problems with nonuniqueness, 

an additional degree of freedom and the existence of smooth tangential fields, 
the approach is useful and allows at least a "local" Banach space embedding 
in a neighbourhood of n. Formulae for first derivatives are obtained similar to 
Lemma 1 in terms of integrals on [0 , T]. 

LEMMA 2 Let h E C(D) and g E C 1 (D) be given. Then the funct ionals .lr = 
J h d:r and .!2 = J g dSr are Fnichet-differentiable with respect to { C1~ [0, T] }2 at 
n r 
n with the derivatives 

T 

V'.Jr(r )[dj = l (d· n) h dSr = / h(.1:( t) , y(t))(rlxiJ- dy :i: )(t) dt , (4) 
r o 

and 

REMARK 5 Relat ion (5) is direct ly clear from 

T 

]z = / gdSr = / g(x(t),y(t)) · -jx2 +iJ2 dt . 

r o 

Moreover, for r E C 2
, (5) is equivalent to (see (11)) , 

d.J2(r) [d] = l(d· Y' xg) + gdivrddSr , 

r 

(5) 

where divr d := divr{ cl- ( n . d)n} + r.( n . d) - for the definition of divr (or 
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From the historical point of view the first approach (see Hadamard , 1910) 
was the met hod of normal boundary perturbation by using 

f o: : !o:(t) = 1 (t) + t:p(t) ii(t), t E [0, T]. 

However, this approach does not allow a direct embedding of the optimization 
problem into a Banach space, because at each step of approximation one degree 
of smoothness is lost. Nevertheless , directional derivatives exist for sufficiently 
smooth domains. 

LEMMA 3 LethE C(D), g E C1(D) and !1 E C2 be given. Then thefunctionals 
·h (-) and h(-) m·e directional differentiable with respect to p(-) E C 1 at !1 with 
the derivatives 

T 

dJ1(!)[p] = ./ phdSr = ./ h(:r(t) ,y(t))p(t) J.i;2 + y2 dt, (6) 

r o 

and 

.I ( ag g) 
dJ2(1)[p] = p. on + R dSr 

[' 

T 

= .I (!(t) ( ~(t)g(t) + ~~ (t)) J j;2(t) + y2(t) dt. (7) 

0 

REMARK 6 Because of d = 7'12,. and (d· ii)dSr = r(¢)1·1 (¢)d¢ for the polar 
coordinates, we have the equivalence of (2) and (4), as well as (3) and (5), 
respectively. Moreover, for r E C 2 , (3) is similar to (7) , which can be seen after 
integration by parts . 

REMARK 7 The assumptions on the da ta fields f and g can be weakened to 
fields with weak singularities (sec Eppler, 1998a) . Furthermore, regularity of 
the bouudaries can be rcclncecl, but this will not be studied in the paper. 

The next resu lt contains some technical details, useful for the computation 
and the transformation of higher order derivatives. 

LEMMA 4 Let n and the 11e7't-ltTbaiions be sufficiently smooth. Then it holds fm· 
the shape derivative di'i of the normal (i"io: and K-o: are related to r o:) 

d-[Jl() d _ () I :tdu -vd."( ·) _() (-rid-) __ () nrtJ t =-no:t t:=o= .
2 

. 2 t ·Tt =-n, -i ·Tl_nt , 
dt: .1: + y cs 

d'i1[7'I](c/)) = ell i"i"(rp)it:=O = 'lT~- r':·1 (¢) · i(rp) l_ ii(rp), (8) 
C£ r2 + .,.~-

_,_.,., _] /./.\ - d.;:: ( .t \ 1 _......:....P __ ff\. :rrt\ =- dp . i ..i ·r1.(tl. 
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where i( qJ jt) denotes the unit tangent·ial vecto·r on r directed to increasing¢( t). 
Farthennore, the shape derivative dr;, of the curvatu1·e is given by 

REMARK 8 The relation ~iic(t) l e: =O _i ·n is also known for more general cases 
(see Sokolowski and Zolesio , 1992). The last transformat ion of (9) needs obvi­
ously !1 E C 3 . Moreover , a well founded derivation of the derivative formu la in 
t he case of normal variation needs formally also !1 E C 3

. However, the result is 
valid for C 2-boundaries, too . 

Similar formulas for the first direc tional derivat ives hold for the velocity 
field (or materi al derivat ive) method , developed by Sokolowski and Zolesio . We 
present for the sake of completeness the main idea of the approach (for a. detailed 
invest igation see Sokolowski and Zolesio, 1992): 

Given a. so called "velocity field" V(t ,x) : V E C(O,.o;Ck(D, lRN)), one 
direct ion of perturbation of a reference domain n is described by a family of 
domains nt, defined by 

{ ( ) N I dx (T, X) ( ) ( ) } llt := X t, X E lR dT = 11 T, X , :r 0, X = X E n . 

The main advantage is that the direction of the domain perturbation is well 
defined on .D , where V(O) Ir can be viewed as the boundary perturbation in 
comparison to other approaches. The first directional derivat ives arc given by 

LEMMA 5 Let h E C(D) and g E C1 (D) and n E C2 be given. Then the 
fun ctionals J 1 (-) and .h (-) a1·e directional differentiable with respect to V (-) E C1 

at n wil.h the derivatives 

It(nt)- J1 (n) j ~ 
dJ1 (H)[V(O)] =lim = (V(O) ,n)hdSr, 

t- o t . 
(10) 

r 

and 

d}z(H)[V(O)] = / (V(O), \!g )+ g(d iv V (O) - [DV(O )n, ii]) dSr. (11 ) 
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REMARK 9 DV(O) denotes the Jacobian of the mapping x E IR2 ~---+ V(O, x ) 
E IR2

. Furthermore, the following transformation of (10) 

dJ1(S1)[V(O)] = f('n · V(O))hdSr 

I' 

= J div[h · V(O)] dx, hE C 1
, (h E W 1

•
1 

), 

ll 

shows that the velocity method allows the definition of shape derivatives und er 
essentially weaker assumptions on the domains. Additional degrees of freedom 
(V1 (0)Ir = V2(0)Ir::::} both "velocity fi elds" represent the "same boundary vari­
ation" ) cause no diffi culties. 

3. Second derivatives 

As we had already announced, the second shape derivatives for starshaped do­
mains can be computed "st raight forward", if the data fi elds a rc smoot h enough. 

THEOREM 1 Let h E C 1(D) and g E C2(D) be given. Th en the fun ction­
als J 1 = J h dx and h = J g dSr are twice Frechet-differentiable with respect 

ll I' 

to C1~ [0 , 21r] at S1 with the second derivatives 

( 12) 

and 

(13) 

REM ARK 10 Due to t he Banach space embedding, the bounda ry variation 1'2 

on perturbed bounda ri es r b.,. , and on r is defined in t he same way withollt any 
addi t ional problem. Therefore, differentiation cau be ca.rri cd out and leads ob­
viously to symmetry witl1 respect to 1·1 and 7'2 . Moreover , we need no addi tiona l 
,.,,n.,l <> ri h r nf t.lw hnnnd :1.r v for t he defini t ion of higher order deri vati ves of shape 
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In order to investigate higher order derivatives for the other cases, a defini­
tion of the boundary variation on perturbed boundaries is necessary. Following 
Potthast and I<irsch, in the case of boundary variation by smooth fi elds we 
may proceed for N = 2 as follows, in some sense similarly to the case of polar 
coordinates: 

We compute the derivative of dJi(cL), U = 1, 2), after the transformat ion into 
au integra l over the fixed interval [0 , T] with 

-, { (:r;( t)) ·(f" (t)) I [ l} I 0 := 1i\(t ) = y(t) + b fy(t ) I. E 0, T , 

because a smoot h parametrization of the JWrturbed domain exists on the same 
interval [0 , T] for 8 sufficiently small. The "transformation" of direction d- onto 

f 0 is defined by an "uncha nged translation", i. e., rl(t0(t)) := ri({(t)) = d(t) . 
From 

1' T 

dJ1 knlo = / h(xo, 1/o)(d,:ifo - dy.1:o) dt = / h.~ ( t)(J, Cio)(t) dt 
0 0 

a nd 

we immediately obt<tin 

COROLLARY 1 Let h E C1 (D ) and g E C2(D) be given. Then the fnnct ionals 
J 1 = J h dx and .h = J g clSr are twice Frechet-differentiable with. r-es pect to 

o r 
{C1~ [0 , T]f at n with. the second deTivntives 

T 

\1
2

./1 (t)[c~ .tl = / h(d.r / v - dJ,.) 
0 

I (I")) I (cl"') ( 1i ) ) + \ \l, h , fu . \ dy ' -i dt , (14) 

and 
T . . . . 

\,7 2 J.) ( ) [l-.t-;'] = ; · ( \1 T ' [(r :i; f ,; + 1i flj + r :i;cl;c + ydlj] ) 
- I ' · g 1·2 ·2 · /") · 2 

· V X + Y V :~: - + 1f 
() 

+ (\l~.!Jl r0 ):i:2 + ii 
(.1\ri, + fJIJ)(i:2 + i/)- (.?: 1f,, + ficiu]( :?:/ r + :1;/y) +I) . h ~ 3 rlt. (15 ) 
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The symmetry of \7 2 h(!')[d; Jl can be seen directly from ( 15 ). However, after 

integration by parts of the first part h ( d; [)of \7 2 .h ( "( )[d; JJ we obtain (boundary 
terms at t = 0 and t = T vanish, beca se a ll functions are periodic in t) 

T T 

fr (d; [) = j h(dxjy- dyjx) dt = / -[hdx]fu + [hdy]fc dt 
0 0 

T 

= ft([;d) + j \ 'Vxh, G) )(-dxfv + dyfr)dt. 

0 

1' 

An easy calculation shows (with / z( d; [) = J ('V, h, J) · (d~ a)dt) that 
0 

T 

/ \ 'V xh, G)) ( -d.,Jy + dyf.:) dt = Iz(.{; d) - fz(rl; [), 
0 

i.e., symmetry holds. 

REMARK 11 As a natural method for t he definition of domain variations on 
perturbed smfaces one may ase any smooth extension of the boundary field J, 
which is very close to the velocity field approach for aatonomous velocity fields. 
However , t his is not equivalent to the above, because it leads to 

1' 

d.JI[cnlo = j ho(t)(d~,ao)(t)dt 
0 

=> d2 J' ( -y) [d; !l = V2 J, ('Y )[d; !l + J h(t) ( ·~~ l•=o( t) , iio(t)) dt, 
0 

where the additional part in the derivative implies nonuniqueness (it depends 
on the way of extension) and destroys t he symmetry of second derivatives in 
general. 

REMARK 12 For tangential directions of perturbation d = a(t)i, and [ = f3(t)i 
we formally obtain 

T 

\7 2 h (!') [d; Jl = / a/3 nAV x2 + ii dt = / a/3 "'h dSr, 
o r 

and 
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For t he definition of second derivatives for the normal variation approach, we 
use the fo llowing transformation of direction d = p. n onto ro := r + bv . n: 
We define d~('y,~(t)) by cRio(t)) := p(t)n('y0(t) ), where only p(-) is "unchanged 
translated", but t he "whole direction" is perturbed. T herefore, we get 

COROLLARY 2 Let h E C1 (D), g E C2(D) and r2 E C2 be given . Then the 
.functionals .!1 (n) and ,h(n) are twice direc tionally dijJe1·entio.ble at n with re­
spect to p(- ), v(-) E C2 with the second rl e1·ivo. tives 

T 

d
2

.11 ('y) [p; v] = / [pv(htr. + ~~) ] )±2 + i;2(t) dt 
() 

= ; · [ ah !!_ ] ds . pv an+ R r, (16) 

r 

o.nrl 
T 

2 ) [ . J- /· { [azg '). ag ] /Jv } J:.2 ·2 l d .!2(1' p,u- pv c1 2 +~lf-;:J +g-:----2 .2 :L +y ct. 
. un un x + y 

( 17) 

0 

Proof. By making usc of (8) and 

.!!_ / r3 + iJl lo = ... = u(t)(T(t), !!:_1l.(t)) = u(t)h:(t)J.7: 2 + y2 
db dt 

we obtain (16) from 

d.JI(io)[p] = / pho dSr 
r, 

T T 

= ./ h.6(t)p(t) J:i:~ + iJl(t) dt = ./ h,~(t)(d~ , a:.~)(t) dt 
0 () 

and 
T 

d2 .Jr (I ) [p; 1/ ] = ./ h. [ \ (~:5 d~ Ia, a) + \ { (~~ iio lo)] + ('V ., h. , 1.111) . (rT, a) dt , 
0 

where rl = p · 11. For (17) we obtain by different iation of rl.h('Yo)[p] 

·) ; · { rt [ a9 ] ( Dg ) } d-h ('y) [p;l; ] = . p db t;.,~ g0 +Bn o lo+1; h:g+ an h: rlSr 
r 

T 

= / P~ /Jh:( \l cg , ·i'i.) + g ~>··o lo + u(\l;gi/. . 71.) 
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= JT_ p):i: 2 + i;2dt {IJ[?
29 

+21r.?9
] 

8n2 an 
0 

v [Dg iJv + ±x ] i/g } 
- J x2 + y2 Dr - g . J j;2 + iJ - j;2 + y2 ' 

by (8) and (9). For fnr t her transformations we sp li t d2h[p;v] 
h (p; v) into the direct symmetric part 

T' 

K. EPP L ER 

h (p ;v)+ 

J
. {829 89 -'f:,(Jx2+iJ2) } h (p; /J) = /)/J C) 

2 
+ 2h>-;:;- - 2g dt- 3 ) J ±2 + i;2 dt, 

0 
un un J:i:Z + ii 

and the (formal) nonsymmetric part 

. _ Jr. {. 89 -;b, [vJ1? + :i:2- 2vft( Jx2 + y2)]} 
[z(p,IJ)-- p v-;o;-+g · ? · ? dt. 

()T ;~: - + y-
O 

Integration by parts of h (p; IJ) leads to (boundary terms vanish ) 

. -/7: dg . P [vJyz + j;2- 2v-!it( J.iz + yz)] - . Dg 
l z( p, v)- dt '2 + ' 2 pv j::) 

, . X y uT 
0 

An easy calculation shows that 

dg(x(t) ,y(t))_\" (·1;))- Dg l ;.2 ·2 
- V :c9> . - ,:-, y .T + Y , 

dt y UT 

dg pv J iJ2 + :i:2 . ag 
hence, -d · . 2 ··) = pv-;::;- , 

t X + y- UT 

i.e., symmetry holds for the second derivatives of Jz. Moreover, we conti nue 
wi th a fnrther transformation of 

T 

= ( nf pv 
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_ 2 dt- V _ 2pv dt V dt. < (. f:i;2 + y'2)]} dg .!L( fj;2 + ·y'2) 
(x2 + iJ2)2 cit (::C2 + y2)2 

Integration by parts of - 2ftt (pv ){ ... } shows that all terms except of t he first 
term vanish. The transformations are formally valid only for r E C3 . However, 
for I' E C2 we usc au easy continuation argnment by an approximating sequence 
{I'n} C C3 . Hence, we arrive at (17). • 

dcl~ I . ? 
REMARK 13 Now d5 ~=O is formally present, but the related term for d- ,ft 

vanishes , because of tnE(t)l c=D ..l f'i (sec Remark 8 and Lemma 4) . whereas for 
rl.Z ]z some of such terms have opposite sign and therefore they vanish . 

REMARK 14 Formula (17) can be rewritten as 

j. [D2g Dg] dp diJ 
d

2 
]z('y)[p; I.J] = pv Dn2 + 2/-i, Dn + g ds ds dSr. 

r 

Therefore, a conjecture for an extension for N > 2 may be the following 

2 [ l ; · [D2g . Dg] ( ) (') N d .l2('y) p: I.J = . pv Dn2 + 2;;. Dn + g \lrp, \lriJ dSr, H C IR . . 

r 

Due to the definition of velocity fields on D , second derivatives in the sense 
of 

d2 l ·(") [V. 17 ] _ 1. d.Ji(fltv2 )[VI]- d.l;(fl)[V1] .- = 1 2 , , H 1 1 V2 - 1111 1 t 1 , 

t--;0 t 

can be obtained straightforwardly by using the unitary extension No of the unit 
normal field f'i on r. 

CoROLLARY 3 Let h, g and n be sufficiently smooth. The second diTectional 
derivatives of the funct-ionals lt and ]2 at n with 1'espect to autonomous vector 
fields Vt , Vz a'l'e given by 

and 

d2 .ft (fl)[Vt; V2] = .I (V2, n) div[h · Vt] dSr 

ro 

= .I div[div[h · Vt] · V2] d.T, 

0 

d2.J2(fl)[Vt; V2] = / V2 · Vx.{(Vt · \lo:g) + g(div Vt- [DVJNo ,No])} 

r 
, ( ITT 't"""7 

(18) 
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ev 
REMARK 15 For nonautonomuos velocity fields additional terms from at ft=O 

occm in the formula. Moreover, d2 1; contain a symmetric part and one from 
dVl(Dtv,) 

dt - (see Remark 11). 

Some examples. For the volume J 1 = J dx of a domain we have 
S1 

27f 

2 I • d Jl[r1;rz] =. rl(4;)rz(¢)cl(p, 

0 
T 

• d2 Jl[d; Jl = ./1 · (dx(t)j:y(t)- dy(t)/~:(t)) dt , 

0 
T 

• d2Jl[p; v] = ./pvliy'y2 + x 2 dt = ./pi!IidSr , 
o r 

• d2 J1(V1;Vz) = ./ div[divV1 · Vz]dx. 

S1 

The second derivative of the volume does not depend on the reference domain 
in the first two formulae, hence, third derivatives will vanish (for 2D-domaius). 
This is not the case for the normal perturbation approach , because the boundary 
variations depend on the domain. For t he velocity method the nonsymmetric 
part "destroys" the independence. Especially for V1 = l = (1, O)T (parallel 

shifting in x-direction) and V2 = l = (0.5:z; 2 , O)T ("blow up/shrinking" in x­
direction) we get 

0 = d2.Jl(d;/) = d2Jl(/; d) , 

whereas 0 = d2J1(V1; Vz) < d2J1(V2; VI)=./ d.r, 

n 

holds for the velocity method . Simila rly for the perimeter .h = J dSr we obtain 
r 

2rr ~ 

2 . . . _ ; · hr2 + r~r~)(r2 + r'-)- (1"1'1 + T 1 T ~ )(rTz + r'r; ) 
ed .J2[11 ,12]- .1 dcj; , 

o Jrz + T,z · 
T . . . . . . . . 

2 J. [d-: 1-1 
_ ;· Uxd'" + fudu)(x 2 + iJ2

)- (i:dx + ifdu)(xfx +iffy) d 
• d . 2 ) - 3 . t, 

o Jxz + yz 
T 

• d2 Jl[p ; v] = ;· . /I/ ·z y'±2 + y2 clt =;·dip ddv dSr. 
. x- + y r.s s 
o r 

A more general formulation iu terms of boundary integrals seems to be not 
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4. Optimality conditions for shape functionals 

In the first two subsections we shall study only the case of free minima. We 
denote by no a local minimum, where related neighbourhoods are meant in 
the sense of c~ for domain integrals, a nd in the sense of c!; for boundary 
funct ionals, respectively. Moreover , the subscript "0" denotes in the sequel 
all qnantities (ro , fo . . . ), connected to no , whereas directions of domain- or 
boundary perturbations, like 1·, land pare used without any subscript. 

4. 1. Volume functionals 

Whereas necessary optimality conditions can be easily obtained by using direc­
tional derivatives of first and second order , the situation for sufficient condi­
tions is generally more complicated in shape optimi11ation. Due to t he special 
approach for starshaped domains, standard methods are applicable . From the 
standard necessary condition it fo llows immediately ("all T E C 1 arc admissi­
ble") that 

2rr 

dJl(r:lo)[r] = \1 Jl (To)[r] = ./ ro (rjJ)r(¢) h(To , ¢) d¢ = 0::? hlro = 0. (20) 

0 

Moreover , according to (12) we ge t for a domain, sat isfying t he necessary con­
dition 

(21) 

Opt imality can be guaranteed often by some coercivity of the second Frechet­
deriva t ive . However , it is impossible to have coercivity with respect to C1 (the 
"space of differentiation"), only an estimate 

2 ·J Dh 
\1 .J1 (To) [1·, 1·] ~ collrll£

1
, (where Co > 0 is ensured by ar lo(¢)> 0, \:I¢) 

can be expected. This is known from other cont rol problems as the so-called 
"two-norm-discrepancy" . 

Dh ah 
REMARK 16 T he conditions "1 -lo > 0 and -;:) lo > 0 are equivalent for star-

u7· un 

I ld ( I ( - -) W,/, d iJhl Dhl Dh l (- -)) s 1apec omains we 1ave e,., n > 0 v'+' an "
1

_ 0 = 0::? ,
1

_ o = -;:\ o e,., n . 
UT ()T U7l. 

THEOREM 2 FaT no E C1(ro E C
1
; [0 , 21r] and hE C2 the conditions hlro := 0 

. f) h ' 
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Proof. We have (from differential calculus): h(To+T)-J1(To) = ~[d2 J1 (1·0 )[r , T] 

l192(r)l 
+ 1?2 ( T) ,], where liT I I ~~ --> 0 for llrllc1 --> 0, but this is not enough to ensure 

optimality. Nevertheless, by a more careful estimate of the remainder ·t9 2 (r-) = 
d2 J1 (Tv) [r, r-J - d2 J1 (To )[r-, r-J (where Tv := To + In·) it follows that 

2rr 

:S max lr- (¢)1 ./ r2[c1(h, 17) + c2(h, 17) + c3 (h, ?J)] d¢ 

0 

:S c(h, 71)11TIIcll'r11L, with llr·ll c < Tf . 

We arrive (for 7J sufficient ly small) at 

which ensures the optimality of no. • 

REMARK 17 The easy situation a llows an interpretation as follows: From the 
necessary and sufficient condition we have for the data field h 

(i) hlro = 0, 
(ii) h(x) > 0, \:lx E U6(fo) \Do, 

(iii) h < 0, \:lx E U6(fo) n rio. 
Therefore, each perturbation of the boundary increases the functional value. In 
spite of being intui tively trivial, this shows that sometimes the results, obtained 
for a restrictive approach, can be valid also for more general situations. 

REMARK 18 The same discussion is obviously possible using the second deriva­
tives for normal variation. After the transformation of the second derivat ives 
for the smooth field approach we sec that 

T 

d2 J1 (ro)[J; dj = ./ ('v," ho, d) · da ( /u6 + i:6dt) 

0 

1' T 

-./ ( 8h 8h ) j. 2 .. 2 - ; · z8h.l( /·z -.2) - dn Dn lodn + OT lodr ( y Yo+ J,odt) -. d,. on 0 y Yo + J,odt ) 
0 0 

because of ~h lo = 0. Hence, second order sufficient conditions are similar for a 
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4.2. Boundary functionals 

The necessary condit ion for a free mm1mum can be directly seen from the 
deri vative for t he case of normal bound ary variation, if we additionally assume 
no E C2

. 

I. ( ~ g) [ ~ ] dh b o)[p] =. p · EJn + R dSr = 0 =? EJn + gn, lo = 0. 
ro 

Nevertheless, t his follows a lso from derivative formulae for the ot her approaches. 
We have 

21T 

I v EJg T T + 7'
1 

7'
1 

\7 h(To) [7·] = r ,.5 + d !Cl -Io+ Yo 
0 0 d¢ 

u7' V ? 2 'o . ro + 7./o 

_ 1· ·{ [ ,.5 EJg I rb EJg I J . ,.5 + 2T'~ - ToT~ }ds - 7 e-o- EJ 0 +go7o 3 r , . j T 2 + '1''2 'I' Jr2 + T'2 cp J .2 + ,1 2 r 0 o o o o 7 0 r 0 

and analogously 

T 

EJg 
= To~lo , 

un 

-I' (- dl) (n [d- i -J)j·.2 ·2 l - . go T · dt u + v :c90 · ·nn + < T T · x0 +Yo d 

0 

I' ( EJg ) 
= . d,. Yo"'·o + EJn lo dSr. 

ro 

For the derivat ion of sufficient condit ion we investigate t he second derivative 
rf.h (nu) [7· ; T] = \72 J2 (ro)[r·; r]. 
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By integration by parts of the "mixed terms" T
1
7' · f ( ¢) we arrive at 

27f 

\72 J2(To)[T ; T] = J T2 'h (\7 ;g, \7 x9, g, To) + T
12 

'f2(g, To) de/;, (22) 

0 

REMARK 19 Here, only a H 1-estimate 

(23) 

is possible. For the verification of such an estimate a Riccati equat ion technique 
may be used. 

THEOREM 3 For flo E C1; [0 , 27r] and g E C3 the condition [ :~ + 9"] lo ::::: 0 

and estimate (23) aTe sufficient joT optimality. 

Proof. Similar to the volume case we have to estimate 192(T) = d2h (Tv) [T,T]­
d2h (To)[r,r]. From (22 ) it follows that 

27f 

1192(7') 1 S J r 2 l.f[(¢) - f~ (¢) 1 + r'
2
lf2(¢;)- Jf(¢) 1 d¢, 

0 

where fl(¢) = h(\72g, 'Vg,g,Tv)(¢) and !2(¢) = h(g ,Tv)(¢), respectively. 
Moreover, with g E C 3 and (22) we get (because of 
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and so on) 

2tr 

l79z(r) l :S / T2 {c1 lr l + c2 IT'I + c3 lr" l} + r'
2

c411·1 d¢, 

0 

with Ci = Ci(g , To , 1)) , i = 1(1)4. 

Summarizing up , we are a ble to estimate (for suffi ciently smal117 > 0) 

503 

• 
REMARK 20 If g < 0 holds somewhere on t he boundary fo, Do cannot be 
opt imal. 

The similarity of the sufficient condi t ions can be seen by the following trans­
formation of \7 2 hho )[d; dl We use 

and obtain 

( i. . ;·.2 ' 2d )2 go c"' - '-o v 1·o + Yo ·r + ::_____:__--r:::;i=~~__:_ 
Jx6 + v6 

· . ,-. 2 .. 2 ( ago . Dgo) . + 2(rir + ho .Lo + !fodn) d,. on + dtall [JT dt 

T 

= / h + h + l :l ri/. . 
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Here we introduced 

By using the necessary optimality condition r;,og0 + ~!/0 = 0 on f 0 , we immedi­
un 

ately get 

T T 

./ !2 dt = 0 and ./ !3 dt = 0, 

0 0 

because of 

for the second part, and the third part vanishes by 

Hence, we arrive (for a domain n0 , satisfying the necessary condition) at 

(24) 

The same can be directly obtained from ( 17). 

REMARK 21 The equivalence between (24) and (22) is also obvious for star­
shaped domains. Moreover, coercivity holds simultaneously. 

4.3. Problems with equality constraints 

The "standard results" for free local minima can be extended to problems with 
finitely many (mixed) equality constraints like (C) {.J(n) ~ inf , subject to 
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domain or boundary integral type with sufficiently smooth dat a fields. Whereas 
t his can be done along the lines of standard techniques (for example, see Casas, 
Troltzsch, Unger , 1996), we present it for the sake of completeness. To this 
aim we assume that Do is a regular solution of t he system of the first order 
necessary conditions, i. e. thr. re exists a >Y = (;\.0 , >t ... , >-~f ::j:. 0 , sat isfying 
toget her with Do('ro) 

'VL(ro,/\0 )[r] = 0, Vr E C'2 , J;(Do) = 0, i = 1(1)k. 

~" 

Here the Lagrangian L( rl , A) = L(r, >-) = >..J( r) - I: A;J;(r) is defined as usual, 
·i= l 

and regularity means that 
• ;\.0 = 1 holds, i.e., the necessary condition is of Kuhn-Tucker and not of 

Fritz-J ohn type. We do not discuss this assumption in detail , sometimes 
for special applications it can be shown explicitly (see the section below). 

• T he gradients of the constraints are linearly independent at 1·o, imply­
ing that 'V.l(ro) [·] := ('V.h( ro) [·], ... , 'V.lk(ro) [·])T is a mapping from C'2 

onto IRk. Moreover, t his is sufficient for t he coincidence of t he tangent 
cone and t he linearizing cone Tc(ro) = {r E C'2 j 'V.h(7·o)[r] 
'V.Jh(ro)[r] = 0}. 

CoROLLARY 4 Let D0 be a regular stationary point of pmblem (C') . Then the 
condition 

(25) 

is sufficient fo1· the optirnality of Do if only domain intcgmls occur in ]JTOb­
lem (C). For a "mixed" form ulation, the coer·civity condition (25) has to be 
req·nired with respect to H 1 . 

Proof. The main "dif£culty" of the constraint case is as follows : For some 
admissible 1· (J ;(r) = 0, i = 1(1)1.:) from a neighbourhood B6(ro) we have in 
genera l1·-ro (j_ Tc(1'o). Consequent ly, we need for t he comparison of J(r)-J(ro) 
the existence of a v E TJro) sat isfying in addition to l! v - (1· - roJI!c2 = 
o( l! r- rollc~) for l!r - rol!c2 ---+ 0 

l! v- (1'- ro) li£2 0 
"'--.,.,-"-------.,-,------~ ---+ , 

llr- rol!£2 

or, in the "mixed" case l! v - (1
·- ro) II H1 

---+ 0. 
liT- To i!H l 

(26) 

This can be obtained by using t he first order remainder of t he constraints . 
We have : 0 = J;(r) = .l;(ro) + 'V.J;(ro)[r - ro] + 19i(r- To) , ·i = 1(1)k, and 
define a To E C'2 (and related v := T - r 0 + T1?) as a solution of (note that 

\7 .J : c2 ~ IR 1.:) 

'V.l(To)[T.!9 ] = lf1(r- ro) := (19L ... 19~f 
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Moreover, by the concrete structure, the remainders satisfy for boundary inte­
grals (after integration by parts) 

(rv; = ro + vi(r- ru), Vi E (0, 1)), whereas for domain integrals the related 
estimate is 

Consequently, for all i = 1(1)k we obtain in addition 

These estimates carry over to llr .? II , because "V f is also a continuous mapping 
(more precisely: "V f can be continuously extended) with respect to L 2 or H 1 , 

i.e., it holds (26). At the end we present a short outline of the remaining 
estimates for the "mixed" case (replace H 1-norm by L 2-nonn for the other case 
with {)~ denoting the second order remainder of the Laplacian - see Sections 
4.1 and 4.2) 

- - 1 2 0 L 
J(r)-J(ro)= 2\l L(ro,A )[r-ro;r-ro]+1J2 , r-ro=v-r.? , 

= ~"V 2 L0 [v,v]- "V 2 L0 [v;r19] + ~"V 2 L0 [r19;r19] + 1Jr 

;::: ~ ll v ll~t - cllviiHt lhiiHt - cllr19 IIH 1 -11Jrl 

;::: c; ll v ll~~ -11Jrl, if llr- rol lc2 ::; 17 

Co 2 L 
= 3llr-ro+r19IIH1 -1'!921 

co 2 { llr19IIH 1 I1Jr l } co . . ? 

;::: 3llr- roiiHI 1- llr _ ru iiH' - llr _roll~~ ;::: 4llr -rolli-Jt , 

where the last inequality holds once again for llr- roll c2 :S 17. • 
REMARK 22 For the stronger norm-requirement in the mixed case we get also a 
stronger estimate for the difference of the functional values. 

5. The Dido problem 

As an illustrat ing example we want to apply the foregoing investigations to 
the Dido problem of maximizing the volume (area) of a domain subject to a 
given length of the perimeter. There are two elementary proofs known for the 
optimali ty of the circle (see, for example, T ichomirow , 1990). One of them is 
mainlv based on investigations of Zenodorns in ancient Greece. The second proof 
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of the problem arc given in the calculus of variation (see Ioffe and Tichomirow , 
1979). If we restrict our considerations to starshaped domains only, the problem 
seems to become 

27r 

J(T) = J -1 dx = J -~T2 ( 4>) d¢--+ inf , 

0 0 
(P ) subject to 

2rr 

J1(T) = J 1 dSr = J Jr 2 ((/J) + r' 2 (4>) d¢ = lo . 
r o 

However, the problem is invariant with respect to parallel shifting. Hence, for 
the investigation of sufficient condition we additionally fix the baricentre, for 
convenience a t the origin, which "forbids" the parallel shifting and does not 
influence the original problem otherwise. We arrive at t he followin g modified 
problem 

2rr 

J(r) = J -1 d:r = J -~r2 (¢)d4> --+ inf , 

0 0 

subject to 
2rr 

J1(T) = J 1 dSr -lo = J Jr2(4>) + T' 2(¢) d¢ -lo = 0, 

r o 
2rr r( c/> ) 

(PM) 

]z(r) = J x 1 dx = J cos¢ J p2 dpd¢ = 0, 

0 0 0 
2rr r(c/>) 

.h(r) = J x2dx = J sin¢ J p2 dpd¢ = 0. 

0 0 0 

Whereas the discussion of necessary conditions is known from calculus of vari­
ation, we repeat it in terms of shape funtionals. We define the Lagrangian 

3 

L(r; A)= J(r)- L AkJk(r), 
k=l 

and obtain for r E c; 
2rr 

dL(T; A)[r 1] = J - r(¢)r1(¢)[1 + A2r(¢) cos¢ + A3r(¢ ) sin 4>] 
0 

- .\ ' rr 1 + T' T~ ( rf, I rl rh 
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27f 

= / -r(¢)rl(¢)(1 + )q · "'(¢) + >.2 cos¢r(¢) 

0 

I 

+>-3 sin ¢r(¢))d¢ = 0, 

=> 1 + >.1 · K'( ¢) + >.2 cos ¢r( cjJ) + A3 sin cjn·( ¢) = 0, ¢ E [0, 21r]. 

With >.g = >.g = 0 and according to our constraints, we get 

- . _ o -1 . lo r•o = const. =:J 0 => ro(¢) = ro. >.1 = -/'1,0 = -1·o = --. 
27r 

1\. EPPLER 

REMARK 23 The assertion >.g = >. ~ = 0 makes sense, because the optimal 
value function is obviously constant with respect to a variation of the value of 
the second and third constraint. Moreover, a vanishing Lagrange multiplier 
of the objective (i.e., ~ = 0) implies >. 1 = 0 or f•o = 0. Therefore , regularity of 
the Lagrangian can be assumed. 

REMARK 24 The additional constraints are formally not needed for the necessary 
condition. Also for Problem (P) we obtain 

_ . o - 1 lo 
/), 0 = const. =:J 0 and 1\ 1 = -h0 = --. 

27r 

However, we cannot conclude uniquely To(¢) = ro, because all "shifted" circle 
with centre at { = (s1,s2f satisfies the necessary condition for ci + c§ < r5 
( => r"( ¢) = s1 cos¢+ s2 sin¢+ ) r6 - d sin2 ¢ - s~ cos2 ¢- s1 e 2 sin 2¢ ). 

For the validity of a sufficient second order condition we need 

for all T from the tangent cone T~ at Do of the constraints. Due to the regular­
ity, the tangent cone coiHcicles wit h the linearizing cone, i. e. , according to the 
derivatives of J k> 

27f 27f 27f 

= { r E C2
1 / r( ¢ )drp = 0, / r( ¢)cos rpd¢ = 0, / r( ¢)sin ¢d¢ = 0}. 

0 0 0 

LEMMA 6 Jt is tT'Ue that 

f'n r all 1· E T 0 . enS'UTinq that a s'U{ficienl second onle1· condition is satisfied fo ·f' 
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Proof. An easy calc ulat ion yields 

2;-r 

\72 L(1·o, A0)[1 ·; 1·] = ./ 7.'
2(cj;)- ·r2(rf;) drp. 

0 

509 

Moreover, Lhc system of tr igo nometr ic fuu<:Lions {l , cosnrf; , sinn.¢,n > l } IS 

complde in C2 and a orthonormal bas is iu H 1 , hence, 

2ir 

11 .,. 117-1' ./ r'
2
(rf;) + r 2 ((p) drf; = 11-6(r) + (1 + n2

) f Jt.~,(r) + //~( .,.) . 
0 n= l 

2ir 

T he Fourier-codficicnts ofT arc given as usualJto(r) = ~ ; · ·r( cf;) dr,b, 
v 27r . 

0 

Fmthcrrnorc. t he tangcnt. cone is co nt. aincd iu t; b(~ closure of t lw lincar hull of 
{cos n¢ . sin n cj;, n 2': 2} . Thcrdorc. we arc able to est imate as fo llows for .,. E T,0 

Fkncc, wr~ have t he desired cocrcivit)' of \7 2 L(1·0 . /\
0 )[t ; 1·] . 

R EMA IU( 20 Frolll calculus or vmiatio n tlw va lidi ty of 

2iT 

\7 2 L(r0 . /\
0)[1·: r] 2': 0. lc/r E T,(i = { ~" E C'2 1 ./ 1·(c(;)dcj; = 0} 

() 

is known. However , Lh is is direc t.ly cl<~ar from tlw disc ussion a bove . Moreover, 
t.!Jc fJJn ct iuns '1' 1 (rf;) = cosr/; a nd ·r2 (r/;) =sin cj; arc associated wiLh the "linearized 
direct ions of parallel shifting" a.t S2 0 with n~sp ccl. to :~ : 1 and :~: 2 , respectively. 

H.EiVI1\HK 2li Sul-fic icnt condil.ions for shape~ fJtJJ Ct ion;tls on ly arc no t Loa impor­
t<wt.. bccaJJSe so me or tlw rcs J!Its arc obvi(lll sly or in t JJi t ivcly dear. Ncvcrthe­
less. it can he a fi rst. step for t he st 11dy of more interes ting shape op timization 
pro!Jh-ms. For exampk it. seems to h< ~ possi ble to co mh i11 e the pn~sc ll tcd tech-
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Hack busch, 1989) for the computation of shape derivatives for elliptic equations 
(Potthast, 1994a, 1994b, Fujii and Goto, 1994, Eppler, 1998a), also related to 
investigations of Fujii (Fujii, 1986, 1990, 1994, Belov and Fujii., 1997) . This will 
be discussed in a forthcoming paper. 
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