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Hence 
i 

Yn io: - Ynio:' = h, :L:)f(tn,j-1, Yn,j- 1,o:, rnjo:)- f(tn,j-1 , Yn,j- 1, o: ' 1 rnjo: ' )] 
j=1 

h, [ + 2 f(t,; ,Ynio:,rnio:) - f(tni ,Ynio: ' , rnio:')] 

- h2n [f ( tno, YnOo:, r nOo: ) - f ( t,o , Yn Oo:', r nOo:') l 

= h, L)f(tn,j-1, Yn ,j-1,o:, rnjo:) - f(tn, j -1 , Yn,j - 1,o:', rnjo:)] 
j=1 

+ hn l:U(tn,j - 1, Yn, j-1,<.> 1 , rnjo:) - f( tn ,j-1, Yn,j -1 ,o:' , r njo:' )] 
j=1 

h, + 2[f(tni, Ynio:, rnio:) - f (tni 1 Ynio:' , rnio: )] 

hn[ - 2 f ( tno , YnO cn 7'n0o ) - f ( t,o, YnOo:', rnoc> )] 

h, + 2 [!( t,;, Ynio:', r nio: ) - f( tni, Ynio:', rnia' )] 

hn[ - 2 f ( tno, YnOa', rnoo:) - f (tno , YnOo:', rnoo:') ]. 

It follows that 

( 
hnL) ~ 1- - 2- IIYnio: - Ynio:' ll::; hnL ~ 11 Yn,j-1,o:- Yn,j-1,o:' ll 

]=1 

+ 2MTia- a' I+ 2hnMia- a' l· 

Since hn < 2/ L , it then follows from the discrete Bellman- Gronwall inequality 
that 

II Ynio: - Ynio: 'll ::; cia - a 'l , i = 0, ... , N. 

The Lipschitz equicontinuity of G,(rrw:) follows as in Theorem 3.3. • 

The following theorem gives error estimates relative to a given discrete re
laxed control: 

THEOREM 3.5 For a given discrete relaxed control rn E Rn, let Yn, fin be the 
corresponding discrete states andy, the con·esponding solution of the continuous 
state equation. If the funct -ion f is Lipschitz continuo·us w. r . t. ( t , y) on D , then 

( c denoting various constants) 
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and iff is C2 w. r. t. ( t, y) on D, with partial derivatives continuous on D, then 

llYn- Ynlloo::; ch;,, 

IG,(rn) - G(rn)l::; ch;,. 

Moreover, if n' > n and N, -:/:- N,, 

IG,(r,) - c,,(r,)l::; ch, (or ch;J. 

Proof. We write 
t t' t 

vn(t)=y0 + { J(s,Jln(s),rn(s))ds+ { an(s)ds+ { an(s)ds, 
lo .fo .Jt' 

where t' := maxt"' <t tni and an ( t) was defined in the proof of Theorem 3.2. If 
f is Lipschitz conti;uous w.r.t. (t, y) with constant L", we have 

lilt' a 11 (s) dsll ::; L"(M + l)Thn, 

and iff is C2 w.r.t. (t, y) on D, using the error estimate of the trapewidal rule 

In both cases, we have 

lilt an(s) dsll ::; L"(M + l)h;,. 

Consequently 

lly,(t)- Yn(t)ll ::; 1t llf(s, Yn, r,)- f(s, y,, rn)ll ds + chn (or ch;,) 

::; L 1t IIJl,(s)- Yn(s) ll ds + ch, (or ch;J 

By Gronwall's inequality 

llv,(t)- y,(t)ll ::; ch, (or ch;,) in I. 

It follows that 

IG,(r,)- G(r,)l = lg(YnN) - g(yn(T))I::; chn (or ch;,) . 

Finally, let n' > n with Nn -:/:- Nn' and let Yn' denote the continuous state 
corresponding to the discrete control r n considered as an element of Rn'. Then 
:Yn = Yn' and 

IGn(rn) - Gn'(rn)l = lg(YnNJ- g(Yn'N",)I 

::; lg(YnNJ - g(yn(T))I + lg(Yn'(T)) - g(Yn'Nn,)l 
. ') , 
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Next we define, for given rn E Rn, with corresponding discrete state Yn, the 
approximate discrete adjoint state Zn as the unique solution (which clearly exists 
for hn sufficiently small) of the following linear implicit trapezoidal scheme 

Zn,i-1 = Zni + ~n [znd~ (tni, Yni, Tni) + Zn,i-d~(tn ,i-1, Yn,i - 1, rn;)], 

i = N, ... , l, 

ZnN = g~(YnN ), 

and for given rn, Tn E Rn, with Yn, Zn corresponding to rn, the approximate 
discrete directional derivative of G by (with obvious notations) 

DnG(rn, Tn- Tn) 
N 

hn ~[ _ _ 
:= 2 0 Znif(tni, Yni, rni- rni) + Zn,i-1f(tn,i-1, Yn ,i-1, rni- Tn;)] 

i=1 

l
T 

_1 + + + -- - [zn (t)f(tn (t), Yn (t), r,(t)- rn (t)) 
2 0 

+ z;;(t)f(t;;(t), y;;(t), rn(t)- rn(t))] dt. 

We suppose that h1 is chosen sufficiently small so that the approximate discrete 
adjoint scheme has a solution for every n and rn E Rn. 

THEOREM 3.6 Let (rn ERn), (rn E R n ) be sequences of discrete relaxed con
trols such that Tn ..__. r and Tn ..__. r in R as n ..__. oo. Then Zn ..__. z, z;; ..__. z, 
z;t" ---> z, with z = Zr, uniformly, and D,G(rn , Tn - r·n) ..__. DG(T, r- r), as 
n ..__. oo. Mor-eover, we have (for the two smoothness cases of Theorem 3.5) 

IIZ:n- Znlloo S chn (or ch~), 

where Zn denotes the solution of the continuous adjoint equation corresponding 
torn and Yn, and 

IDnG(r,, Tn- 7'11 )- DG(rn, Tn- rn)l S chn (or ch~). 

Proof (sketch) . The convergences of Zn, z.;;, z;t" are proved similarly to Theo
rem 3.2 and using Theorem 3.2. The last convergence is straightforward, con
sidering the second expression of DnG. T he last two inequalities follow easily 
from Theorem 3.5 and the error estimate of the trapezoidal rule. • 

Theorems 3.5 and 3.6 show that iff is C 2 w.r.t. (t, y) in D, then, for given 
discrete controls, the correspondent discrete states and approximate adjoints 
and cost derivatives are approximations of order h;, to the correspondent ex
act ones, i.e. to those corresponding to control discretization only (control 
parametrization). This result justifies to some extent the discrete approxima
tions used . 

The following control approximation theorem is proved in Chryssoverghi et 
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THEOREM 3.7 For ever-y 7' E R, there exists a sequence (wn E Wn C Rn) of 
discrete classical controls such that Wn -+ r in R. 

4. Approximate relaxed descent method 

Consider the following algorithm. The implementation of this algorithm will be 
described later. 

ALGORITHM 

Step 1. Set n := 1 and choose 1·1 E R1. 

Step 2. Find r n E Rn such that 

dn := DnG(rn, rn- ru) = min DnG(rn, r~- rn) · 
1-~ERn 

Step 3. Find an E [0, 1] such that 

Step 4. Choose any r;, ERn such that 

Gn(r~) :S Gn(Tn + an(rn- rn)). 

Set rn+l := r~, n := n + 1 and go to Step 2. 

We suppose that the function f is at least Lipschitz continuous w.r.t. (t, y) on D. 

THEOREM 4.1 Every accumulation point r E R (and such points always exist) 
of the sequence ( r n) generated by the Algorithm satisfies the necessary conditions 
for optimality 

DG(r, r- r) ;:: 0, for every r E R. 

Moreover, dn -+ 0 (in Step 2) for the whole sequence ( dn). 

Proof. Since DnG(rn , r~ - rn) is clearly (linear) continuous w.r.t. r~ on the 
compact set Rn = [M1(U)]N and Gn(rn + a(rn- rn)) is continuous w.r.t. a on 
[0, 1] (Theorem 3.4), there exist 'Fn E Rn and a E [0, 1] satisfying Steps 2 and 
3, respectively. Since R is compact, let (rn)nEK, (rn)nEK, K C {1, 2, 3, ... }, 
be subsequences of the sequences generated by the Algorithm that converge to 
r-, r E R, respectively. Clearly, by Step 2, dn ::; 0 for every n. By Theorem 3.6 

dn := DnG(rn, rn- rn) -+ d := DG(r-, r- r) ::; 0, as n-+ oo, n E K. 

We shall prove that d = 0. Suppose, by contradiction, that d < 0. One can 
easily see that the function 
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defined on [0, 1], has the derivative 

<P'(a) = DG(r, + a(rn - r,), Tn- rn)· 

By the Mean Value Theorem and the continuity of DC (Theorem 2.2), we then 
have, for a E [0, 1] 

G(rn + a(rn- r,))- G(rn) = aDG(rn + a'(rn- rn),rn- r11 ) 

= a(d + Eon), 

for some a' E [0 , a], where Eam ----+ 0 as n ___, oo, n E K, and a ----+ o+. Hence 

d 
G(rn + a(rn- rn))- G(r,) ~ a2 , 

for a E [0,8] (with 8 > 0), n ~ J, n E K Since 

(a r-.. G(rn + a(rn - 7'11 ))- G(rn)) 

is a bounded sequence of equicontinuous functions (Theorem 3.3) that converge 
pointwise to the function a r-.. G(r + a(r- r)) - G(r) (Theorem 2.1, continuity 
of G), the convergence is uniform on [0, 1]. Hence 

d 
G(r + a(r- r))- G(r·) ~ a2 + (n, 

for a E [0, 8], n ~ J, n E K , where ( 11 ----+ 0. Similarly, by Theorems 3.4 and 3.2, 
the sequence 

(a r-.. Gn(rn + a(rn - T 11 ))- Gn(7'11 )) 

also converges uniformly on [0 , 1] to a r-.. G(r + a(r - r)) - G(r). Hence 

d 
Gn(rn + a(rn- r,))- Gn(rn) ~ a2 + Bn, 

for a E [0, 8], n ~ J, n E K , where Bn ___, 0. By Steps 4 and 3 

Gn(r;J- Gn(rn) ~ Gn(7'n + an(rn- rn))- Gn(rn) ~ 8~ + Bn ~ 8~, 
for n ~ J', n E K. Now, the control rn.+l is equal to the control r~ ERn C 
Rn+l, but considered as an element of Rn+l· Therefore, if hn+l ~ hn/2 (resp. 
h,+l = h,), we have (Theorem 3.5, in both smoothness cases) 

Gn+l(rn+l)- G11 (r 11 ) ~ 8~ + ch11 (resp. ~ 8~), 
for n ~ J' , n E K. Since, for every n EN, we have by Steps 4 and 3 

Gn(r;J- Gn(rn) ~ Gn(rn + an(rn- rn))- Gn(rn) 
-\\ F"f-\/(1 
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it follows similarly that if hn+l :::; hn/2 (resp. hn+1 = hn), then 

Gn+1(rn+1)- Gn(rn) :S chn (resp. :S 0). 

Hence 

Gn+1(rn+1)- G1(rl) :S 
8d 8d 

< c 2::: hk + 2::: 3 :::; 2ch1 + 2::: 3 -+ -oo, 
1~k~n 1<k<n 1<k<n 

"kEF: "kEl< 
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which contradicts the fact that the sequence (Gn(rn) := g(YnN)) is bounded 
(Theorem 3.1). Therefore d = 0. Since this limit is unique, we also conclude 
that dn -+ 0 for the whole sequence. Now, we have by Step 2 

DnG(r,, r~ - rn) ~ DnG(rn, r,- r,) = d,, for every r~ E Rn· 

Let r E R be any control and (r, E R,) a sequence converging to r (Theo
rem 3.7). Then 

and passing to the limit, n E K, we find 

DG(r, r- r) ~ DG(r, r- r) = d = 0, 

and since r is arbitrary, r satisfies therefore the necessary conditions for opti
mality. • 

Let us now show how the Algorithm can be implemented. In order to 
satisfy Step 2, it is easily seen that we can choose a classical control rn := 

(rn1, ... , r nN ), with r,; := b:wn,, such that 

Zn;f(tni, Yni, w,;) + Zn,i-1f(tn,i-1, Yn,i-11 Wn;) 

= ~~m[zn;J(tn;, Yni, u) + Zn,i-d(tn,i-1, Yn,i-1, u)], i = 1, ... , N, 

which is a nonlinear programming problem for each i. Suppose, by induction, 
that the discrete control r 11 is of Gamkrelidze type (by choosing also the initial 
control r 1 of this type), i.e. of the form 

p p 

Tni = L f3nij8Unij' with L f3nij = 1, i = 1, ... 'N, f3nij nonnegative, 
j=O j=O 

where p is the dimension of the system. Then, by Step 3 (which is a one 
dimensional minimization problem) 

p 

rni := Tni + an('Fni- Tni) = anbwni + L (1- an)f3nijbunij' 
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Applying the control Tn to the discrete state equation, we obtain 

h 
Yni = Yn,i-l +an 

2
n [f(tni, Yni, Wni) + f(tn,i-1, Yn,i-1, Wni)] 

p 

+ 2:(1-an)fJnij l~n [.f(tni, Yni 1 Unij) + f(tn,i-1, Yn ,i-1, Unij )], i = 1, · · ·, N. 
j=O 

It then follows from properties of convex hulls of finite vector sets (convex poly
hedra) that the above convex combination of p + 2 vectors in RP containing 
Wni, Unio, ... , Unip is also a convex combinat ion of the vector containing Wni 

and p among the p + 1 vectors containing UniO, ... , Unip· The coefficients of the 
later combination can be computed by checking for each i the feasibili ty of at 
most p+ 1linear programming problems w.r.t. barycentric coordinates. There
fore, the control Tn can be replaced by a control r~ concentrated, for each i, at 
Wni and p among the p + 1 points Unio , ... , Unip and yielding the same st ate Yn, 

hence the same cost, as Tn . The equivalent control r;, is thus of Gamkrelidze 
type 

p p 

1·~i = L /)~ij8u;.ii, with L /)~ij = 1, i = 1, ... , N, ;J;,ij nonnegative, 
j=O j=O 

and we can choose the control rn+l := r~, in Step 4. 
Finally, the discrete Gamkrelidze controls rn, thus computed by the Algo

rithm can be approximated , or simulated, by piecewise constant classical con
trols as follows. For each i = 1, ... , N, subdivide the interval Ini into p + 1 
intervals Inij of lengths fJnij hn, j = 0, ... , p. Then define the associated piece
wise constant classical control w, by 

Wn(t) := Unij , fortE Ini j 1 j = 0, ... , p, i = 1, ... , N. 

The following theorem is proved similarly to Theorem 6.1 in Chryssoverghi et 
a!. (1999). 

THEOREM 4.2 If the sequence of discrete relaxed controls (rn E Rn) converges 
to r in R, then the associated sequence of piecewise constant classical controls 
( Wn) also con verges to r. 

5. Numerical example 

Set L := [0, ~), I+:=[~, 1], I:= LUI+, and consider the following optimal 
control problem, with state equation 

f 2 1 

1
/ = f, ~= Y2 + W1 - 3, tEL, 
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, f { Yl + w~ - ~, t E I -, 
Y2 = 2 := 3 

Y1 + w2 - Tii , t E I+ , 

Y~ = h := y~ + y~, t E I, 
Yl(O) = Y2(0) = y3(0) = 0, 

nonconvex control constraint set 

where 

U:=U'uU" , 

U' := {u := (u1 , u2)l u1 ~ 0, u1- u2 ~ 0, 2ul + u2 -1 ~ 0} , 

U" := { ui u2 ~ 0, - ul + u2 ~ 0, ~u1 + u2 - ~ ~ 0} , 

and cost to be minimized 

G(w) := Y3(1) . 
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The theory deployed in the paper with slight modifications, can clearly be ap
plied to this problem since (h, h) is continuous, and Lipschitz continuous w.r.t. 
(t, y) , on 1_ x R 2 x U and on I+ x R 2 x U, and h is independent of y3 and 
continuous and Lipschitz on I x B xU, for every closed ball B C R 2 . It is easily 
verified t hat a (non unique) optimal relaxed control is 

r *(t) := { 1o(o,o) + ~D(l,o) + ~D(o,l )• 
0(! .l.) 1 

5' 10 

with corresponding optimal state y* = 0 and cost G(r*) = 0. Note that this 
problem has no purely classical solutions since the zero cost can be approximated 
via a sequence of classical controls (W is dense in Rand G is continuous), but 
the only ordinary control that yields this value does not satisfy the constraints 
fortE L. 

The discrete relaxed descent method was applied with successive step sizes 
h = 2-ko.1, k = 0, . . . , 5, and 15 iterations for each step size, i.e. 90 iterations 
in total, with the choice of the initial control r 1(t) := D(l,O)• t E I . Note that the 
computing time required with this progressive refinement is about 1/3 of that 
with constant step size h = 2-50.1. Step 2 reduces here to a minimization of 
a quadratic (for L) or a linear (for I+ ) function on the union of two triangles 
U' U U" , for each i = 1, ... , N. The coefficient an in Step 3 was computed by 
the golden section method (note that here the cost is convex w.r.t. the relaxed 
control r) , and the equivalent Gamkrelidze control r~ in Step 4 was computed by 
checking the feasibility of at most 3 (instead of 4) linear programming problems, 
for each i, since h is independent of u. For n = 90 (Nn = 320, hn = 1/320) , 
we obtained the relaxed control r;, and the relaxed cost 
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Figs. 1 and 2 show the contribution of the computed relaxed control r~ to the 
state equation , i.e. the two components of the vector function 

tEL, 

t E I+. 

Finally, applying the approximation procedure by a piecewise constant classical 
control Wn described in Section 4, we obtained the approximate classical cost 

Gn(wn) = 0.00000169638, 

which was computed using the 3 x 320 steps corresponding to the intervals 
Inij, i = 1, ... , Nn, j = 0, 1, 2, defined in this procedure. 
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6. Final comments 

A combined descent and discretization method using an approximate directional 
derivative has been applied to an optimal control problem involving nonlinear 
ordinary differential equations with control constraints. This method has the 
following general advantages: 

• it is adapted to nonconvex constrained optimal control problems (whose 
solutions are often nonclassical) since it exploits their nonconvex structure 
at each iteration by using relaxed controls, 

• it generates sequences that converge to the strong relaxed necessary con
ditions for optimality, 

• the progressive refinement of the discretization reduces computing time 
and memory, 

• it avoids the consideration of separate discrete problems thus generating 
a single, instead of a double or triple, sequence of controls, 

• using various other efficient discrete schemes, the general procedure can 
be applied to problems whose direct discrete adjoint is either not defined, 
or involves heavy computations. 

Finally, this approach can also be applied to some optimal control problems 
involving distributed systems, and to state constrained problems, using penalty 
functions (see Chryssoverghi et al., 1999). 
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