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1. Introduction 

One of the basic properties of dynamical systems arc observability and con
t rollability (Kalman, Falb and Arbib, 1969). They arc the necessary and suffi
cient conditions for design of asymptotically stable control systems. However, 
in many practical problems there are additional requirements: system output 
should track given reference output. The tracking problem has been consid
ered in many papers, e.g. Grizzle, Di Benedetto and Lamnabhi-Lagarrigue 
(1994) , Hirschorn and Davies (1987), Hu and Tomizuka (1993) , Man and 
Palaniswami (1994), Kaczorek (1981). In this paper the notions of systems 
trackability and bounded output bounded input (B ODI) trackability are in
troduced. Then, necessary and sufficient conditions are formulated for linear 
discrete-time systems trackability and BOBI trackability. Numerical examples 
are given. 

2. System trackability 

Given linear discrete-time system 

x(k + 1) = A:1:(k) + Bu(k) 

y(k ) = Cx(k) + D1;,(k) (1) 
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where x E R 11 is a state vector, u E Rm is an input vector, y E RP is an output 
vector, and A, B, C and D are real matrices of appropriate dimensions. 

Trackability of the system is defined as follows: 

DEFINITION 1. System (1) is trackable if and only if for a given reference output 
sequence {y,.(k), k = 0, 1, . .. } and an initial state x(O) = x 0 E R" there are 
integer number t < oo and input sequence {u(k), k = 0,1, .. . } such that 
y(k) = y,.(k) fork= t, t + 1, ... 

DEFINITION 2. The trackability index t1 of the trackable system (1) is the min
imal integer number independent of the initial state and the reference output 
sequence such that for any reference output {y,.(k), k = 0,1, ... } there ex
ists control input sequence {·u(k), k = 0, 1, .. . } which gives y(k) = Yr(k) for 
k = tJ, tJ + 1, .... 

Then, the following theorem can be proven. 

THEOREM 1. The following statements are equivalent: 
(i) system (1) is trackablc, 

(ii) rank Ll(O: n) = rankLl(O: n- 1) + p, 

(iii) matrix Ll(n: np) has full row rank 
(iv) matrix Ll(n: 2n + 1) has full row rank where 

and 

Proof. 

Ll(O : j) = 

D 
CB 

CAB 

CAJ- 1B 

[CA'-'B 
Ll(i:j)= : 

CA)-l B 

(ii) =} (i). From (1) we have 

0 
D 

CB 

0 
0 

D 

CAB 

D 

CAB 

CB 

CB 

Y(O: N) = C(O: N)x (O) + Ll(O: N)U(O: N) 

where 

l y( s) l 
Y(s : N) = y(~) , [

CA' l C(s: N) = : , 

CAN 

l u( s) l 
U(s : N) = u(~) . 

0 

0 
D 

J 
(2) 
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Thus, by calculating the input sequence one obtains the following equation 

L1(0 : N)U(O : N) = Y,.(O : N) - C(O : N)x(O) 

where vector of reference output Y,.(O: N) is analogous to Y(O: N). 
From Cayley- Hamilton theorem we have form 2 0 

n -1 

An+m = - 2.: aiAm+i 

i=O 

where a; are coefficients of the characteristic polynomial of matrix A 

det(Iz- A)= Z11 + an - lZn - l + ... + a1z + ao. 

Hence, for N >nand nonsingular matrix TN E R(N+l)mx(N+l)m 

Im 0 
an - l i m Im 

TN= 
aoim Im 

0 aoim an-lim Im 

one has 

D 
tlio D 

.1(0 : N) = L1(0 : N)TN = 
tlin-1 

0 tlin-1 

where Im denotes the m x m identity matrix and 

i -1 

tli; = CAi B- 2.: an-i+JCA1 B- an-i-1D, 
j=O 

0 

D 

tlio D 

iE [O,n-1]. 
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(3) 

(4) 

It is easy to see now that one can calculate appropriate control input se
quence such that Y(n: N) is equal to Yr(n: N) if condition (ii) is satisfied. 

(i) => (ii) Assume that condition (ii) is not satisfied. Then, there exist 
nonsingular matrices WD E RPXP, VD E Rmxm, and 

WN = blockdiag(WD) E R(N+l)px(N+l)p 



46 J.E. KUREK 

and 

VN = block diag(VD) E R(N+l)mx(N+l)m 

such that 

(5) 

where 

I 0 
0 0 

00 
0 

- no 
00 

* * I 0 
I 0 0 0 

*o _:_ 
Oo 

00 1- roo 
00 00 

* * * * I 0 

* * I 0 0 0 

* 0 
... 

*o 00 1- TO 1-Oo j-roo 
00 00 00 

* * * * J 0 

* * I 0 0 0 

0 ... 
00 * 0 1- TO * 0 _:__ 

Oo 
_:__ ro-o 

00 00 00 

and * denotes submatriccs not necessarily equal to zero; each block of matrix 
AN has dimension p x m. By simple row and column operations one easily find s 
that t he following relation occurs 
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where 
I 0 

0 0 

00 
0 

:- 'Do 
00 

0 0 I 0 
I 0 0 0 

0 00 - r-oo 1-00 
00 00 

0 0 0 0 I 0 
0 0 I 0 0 0 

00 
.. . 

00 00 - To - roo - 00 
00 00 00 

0 0 0 0 I 0 
0 0 I 0 0 0 

0 
00 

... 
00 00 - 7o - 00 - 'Do 

00 00 00 

Hence 

rank AN ::::; (N + 1)(p- 1). (6) 

Thus, it follows from (3) that for some reference output sequence number t 
depends on N. 

(ii) => (iii). If condition (ii) is satisfied then for every reference output 
sequence one can calculate input sequence U(O : np) such that Y(n : np) = 
Y,.(n : np) . From (3) it follows t hat this is possible only if matrix d(n : np) has 
full row rank. 

(iii) => (ii). If condition (iii) is satisfied then rank Anp 2: (np- n + 1)p. But 
this contradicts (6) . It can be, however, easily seen from (5) that inequality (6) 
is not satisfied only if condition (ii) is satisfied. 

(ii) => (iv) . Proof is analogous to (ii) => (iii) and is omitted. 
(iv) => (ii). It simply follows from Ll(O: 2n + 1) given by (4) . • 

REMARKS. 1. It follows from condition (ii) that the necessary condition for 
systems trackability is m 2: p. 

2. Clearly, system is trackable only if its output is controllable, i.e. 

rank [D CB CAB 
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3. For a single output system one can easily note that output controllability 
is the necessary and sufficient condition for systems trackability. 

4. It is easy to note that the trackabili ty index for a trackable system is 
t1 S n. 

5. Condition (iii) requires more mat rix multiplication than condition (ii) but 
can be easier to check: det[L1(n.: np)L1T(n : np)] =f. 0. 

Then, the following corollaries can be formulated: 

COROLLARY 1. The trackability index t1 for the tmckable system {1) is the 
smallest number such that 

rank .<:1(0 : t1 ) =rank .<:1(0 : t1 - 1) + p 

Proof. It follows from the proof of Theorem 1 that system (1) is trackable if 

rank-<:1(0: s) = rank-<:1(0: s -1) + p 

for s S n. The rest of the proof is obvious and is omitted . 

REMARK. Obviously, t1 S n. 
• 

COROLLARY 2. Tmckabilit y is a generic pr-operty for systems with m 2: p. 

Proof. There exist nonsingula r matrices L1(n : np), L1T(n : np), e.g. forD= I . 
Thus, one has, by continuity, det [L1(n : np)L1T(n : np)] =f. 0 almost always in 
the space of system parameters. This implies condition (iii) of Theorem 1. • 

Now consider the following example. 

EXAMPLE 1. Assume system (1) with 

B = [~ ~] , C = [~ ~ ~] , D = [~ ~] · 
Consideration of t he system trackability leads to 

0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 

.<:13 = 
0 0 0 0 0 0 0 0 
1 0 0 1 0 0 0 0 
0 1 0 0 0 0 0 0 
0 2 1 0 0 1 0 0 
1 1 0 1 0 0 0 0 

It is easy to check that condition (ii), L13 = L12 + p, is not satisfied and system 
is untrackable. It can be, however , easily checked tha t system is controllable, 
observable and output cont rollable. 
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3. BOBI trackability 

It is obvious that by calculating control input sequence for finit e length reference 
bounded output sequence {y,.(k) , k = 0, 1, . .. , N} one always obtains bounded 
control input. However, bounds for control input can be very large, the control 
input may increase if N increases. For this reason we introduce the following 
definition. 

DEFINITION 3. System (1) is bounded output bounded input (BOBI) trackable 
if and only if it is trackable and for any bounded infinite length reference output 
sequence the appropria te input sequence is also bounded. 

Next, in considering BOBI trackability, note that there always exist nonsin
gular matrices Po E Rpxp and To E Rn xn such that 

PaDTo = [~ ~]. 
Hence 

[
Yoi(k)] 
Yo2 ( k) [Col] x(k) + [I OJ [uo1(k)] 

Co2 0 0 uo2(k) 

where 

[
Yoi(k)] ( ) 

(k) =Pay k , 
Yo2 " [

uOI(k) ] = r.-lu(k) 
tLQ2 (k) O ' 

[
YrDl ( k )] 

(k·) = Pw,.(k) 
Y··D2 

and [ g~~] = Po C. 

Thus, output Yo1 tracks reference output Yr·Ol if and only if 

The state equation can be now written as follows 

x(k + 1) Ax(k) + B01uo1(k) + Bo2uo2(k) 

(A- B01Col)x(k) + Bo1Yro1(k) + Bo2uo2(k) 

Aox(k) + Bauo(k) + ro(k), 

where ro(k) = Bo1Yro1(k) , uo(k) = uo2(k) a nd, respectively 

Ao =A- Bo1C01, Bo = Bo2· 

(7) 

(8) 

(9) 

Now , one should find an input sequence uo such that Yo2 will follow the 
reference output YrD2: 

Yo2(k) Co2x(k) = Co2 [Aox(k - 1) + Bouo(k- 1) + ro(k- 1)) 

= Cox(k- 1) + Douo(k -1) + Eoro(k - 1) (10) 
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where 

Eo= Co2· 

Then, there always exist nonsingular matrices P1 and T1 such that, similarly to 
(7), we have 

Next, one obtains from (10), analogously to (8), 

[Yu(k)] = [Cn] x(k _ 1) + [I OJ [un(/i:- 1)] + [En] ro(k _ 1), 
Y12(k) C12 0 0 ul2(k- 1) E12 

where 

[
uu(k)] -1 
ul2(k) = Tl uo(k), 

and 

Thus, Yll ( k) will track y,. 11 ( k) if and only if 

uu(k- 1) = Yru(k)- Cnx(k- 1)- Enro(k- 1). 

x(k + 1) Aox(k ) + Bnuu(k) + B12u12(k) + ro(k) 

= (Ao- BnCn)x(k) + BnYru(k + 1)- BuEuro(k) 

+ B12U12(k) + ro(k) 

A1x(k ) + B1u1(k) + r1(k) 

where u1 = u12, r1(k) =(I- BllEn)ro(k)- BuYru(k + 1) and 

Presently, one should calculate input sequence u1 such that y 12 will t rack 
Yr12: 

where 

(11) 

It is easy to note that the control input u(k) can be calculated in the closed 
loop system 

fuoi(~)l = _ rCo1l x(k) _ r 0 1 ro(k) + rYro i ( ~)l· 
I uu(k) Cu Eu y,.u (k) 
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It is obvious that the output of the trackable system is bounded. According to 

the above formula, input is also bounded if the system output y( k) = [ g~~ ] x( k) 

is bounded. Thus, by repeating the above procedure the trackability index times 
we arrive at the following 

THEOREM 2. System (1) is BOB! trackable if and only if 
(i) it is trackable, and 

{ii} :1~, ':'r'"C:~I1e '::;::e: ::, l::a::::~li:~:::~::.· , B,, ) ~ 'tabilimble wheiT 

Ct 1 1 

REMARKS. 1. Matrices Ai, B;, -i = 1, 2, ... , tr, are given in (9) , (10) and 
(11). 

2. Since the trackability index tr :S n one is not obliged to calculate the 
trackability index but can consider the triplet ( C1n, An, Bn) instead of 
( C1t 1 , At1 , Bt 1 ). 

3. It is easy to see that Bt
1 

E Rnx(m- p)_ 

4. Note that the stability of the trackablc system (1) is neither a necessary 
nor a sufficient condition for its BOBI trackability. 

5. Since there exists systems with m > p such that the pair (A 11 , B11 ) is 
controllable, we have that BOBI trackability is generic for systems which 
have more inputs than outputs, m > p. 

As a simple illustration consider the following examples. 

EXAMPLE 2. Assume a single input single output system (1). From Theorem 
1 one has in this case that the system is trackable if and only if 

[D CB CAB CAn - l B] f. 0, 

i.e. if system's output is controllable . T hen, if D f. 0 the trackability index for 
the system is equal to 0 and , according to Theorem 2, system is BOBI trackable 
if and only if the matrix 

1 
A1 =A-BC

D 

has all eigenvalues inside the unit circle. Otherwise, the trackability index is 
tr = h + 1 where CA" B f. 0 and CA1 B = 0 for j = 0, 1, ... , h- 1. The system 
is then BOBI trackable if and only if all eigenvalues of the matrix 

are inside the unit circle. 
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EXAMPLE 3. Consider system (1) with 

[ 

0 1 
A = -0.125 0.5 

0 1 
-0~125] ' 

1.1 
B= [ ~ ] ' 

0.5 
(12) 

c = [0 1 0.1], D = 0. 

It can be checked that the system is controllable and observable. The system 
is asymptotically stable. It is easy to note that CB = 1.05. Thus, the system 
is trackable. Therefore, one can follow any reference output sequence of finite 
length. 

It is easy to note that the trackability index for the sys tem is equal1: t1 = 1. 
Next , we have Co1 = 0 and B1 = 0 and 

Al=Ao-BnCn=A-BCA=[ ~ 
0.0625 

1 
-0.1 
0.7 

0 l -0.11 . 
1.1075 

Then, K = Cn = C02Ao = CA = [-0.125 0.6 0.015 . It is easy to fi nd that 
the pair (K, AI) is observable, and the eigenvalues of matrix A are equall.0337, 
0.0695 and 0.0957. Hence, the system is not I30BI trackable. 

Figures 1 through 3 show the output and input to the system calculated 

c l f (k) {0.9 fork = 0, 1, .. . '99 s· k b'l' 10r t 1e re erence output y,. · = 0 fork = 100, ... , 200 . mce trac a 1 1ty 

index t1 = 1 we have y(k) = y,.(k) fork= 1, 2, .. . , 200, there is an error only at. 
time instant k = 0 since y(O) # y,(O). Note that there is no transition period 
when output changes from 0.9 to 0 for k = 100. Unfort unately, control inpnt to 
the system increases, Fig. 3, since system is not BOBI trackable. 

Fig. 4 shows the input to the system with the same system matrices A, B , 
D , but C = C' = [0 1 0.2] . In this case t he system is BOBI trackable, matrix 
A1 has eigenvalues equal to 0.9101, 0.0975, -0.155 , and the control input is 
bounded , significantly smaller than in the previous case, Fig. 3. Output and 
output error of this system are t he same as for the system with matrices (12), 
Figs. 1 and 2. 

4. Concluding remarks 

Trackability and BOBI trackabili ty have been defined for dynamical systems. 
Then, necessary and sufficient conditions for systems trackability have been 
given. It was also shown that trackability is generic for square MIMO sys
tems and BOBI trackability for systems which have more inputs than outputs. 
necessary condition for system trackability is output controllability. However, 
in the contradiction to systems controllability, a necessary condi tion for systems 
trackability is that the number of control inputs is equal to or greater than t he 
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Figure 1. Output of the system 
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Figure 4. Control input to the changed system. 
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number of system outputs. Finally, let us note that in practical applications the 
tracking problem can be solved only if the control system is BOBI trackable. 
Otherwise, control input will take excessively large values. 
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