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1. Introduction 

Goal programming has been known in the literature and has been applied suc
cessfully in practice for many years. Another already almost classical notion 
is "fuzziness" or "fuzzy number" (Zadeh, 1965). However, for some time al
ready a new notion has been used , the one combining the two mentioned ones: 
"fuzzy goal programming". While the first two notions are rather unequivocal 
(although each of them comprises a lot of specific forms), "fuzzy goal program
ming" is used in several almost totally different meanings. The aim of this paper 
is to introduce a certain systematisation in this domain. This may be useful 
while looking for a model for a specific decision situation. Apart from some 
concepts introduced by other authors, three concepts proposed by the authors 
of this paper will be presented. 

2. Goal programming and fuzziness separately 

If we were to find a general definition of goal programming, it might be formu
lated e.g. as follows: goal programming comprises decision problems in which 
we have classical mathematical programming constraints and more than one 
objective function (more than one goal), while for each obj ective function the 
decision maker gives a target value (a goal) and its type (maximisation, min
imisation, equality). In case of the maximised objective functions the decision 
maker will be totally satisfied if the objective function value is equal or greater 
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than the corresponding target value, for the minimised objective functions the 
total satisfaction will be achieved for objective function values equal or less than 
the corresponding target value, for objective functions of equality type- only for 
objective function equal to the target value. However, as it is often impossible 
to attain all of the fully satisfactory values at one time, undesirable objective 
function values (less than the target value for maximisation, greater that the 
target value for minimisation, different than the target value for equality) are 
also accepted by the decision maker, but only to a certain extent. 

In the following general goal programming formulat ion, (1) corresponds to 
the objective functions (of minimisation, maximisation and equality type re
spectively) , and (2) to the classical constraints: 

Cj(x)~dj(j = 1, .. . , kt) 

Cj(x);;;:,dj(j = k1 + 1, ... , kz) (1) 

Cj(x)?,dj(j = kz + 1, ... , k3) 

A(x) =B. (2) 

In the above formulation x = (xi)r is a vector of non-negative decision 
variables, Cj is the objective function (non necessarily linear) representing the 
j -the goal , (2) is the canonical representation of the classical mathematical 
programming constraints (not necessarily linear ones), and dj (j = 1, ... , k3 ) 

stand for the target values. 
The inequality and equality signs in (1) have the "/\" sign over them, which 

means that the corresponding relation does not have to be fulfilled completely, 
that certain deviations in the undesired direction(s) are allowed . 

The deviations from the target values (all of them, for the moment we do no 
not differentiate between the undesired and desired deviations) will be denoted 
in the following way: 

dj = max(Cj(x)- dj , O)dj = max(dj- Cj(x) , 0) (j = 1, ... , k3). (3) 

In the classical approach to goal programming it is assumed that the decision 
maker wants to minimise the sum (possibly a weighted one) of all the undesired 
deviations. Thus, the following objective function is formulated: 

kt k2 k3 

L Wjdj + L ( Wjdj + wjdj) + L Wjdj __, min, (4) 
j=1 j=kt +1 j=k2+2 

where Wj(j = 1, . .. , k3) and wj(j = k1 + 1, ... , kz) are positive weights. 
T hen, the problem with the objective function ( 4) and the constraints (2) 

and (3) is solved, or rather its equivalent form with n + 2k3 positive decision 
variables: 

kt /.;2 k3 

L Wjdj + L (wjdj + wjdj) + L Wjdj __, min 
j=1 j=kt +1 j=k2+2 
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Cj(x)- dj + dj = dj, j = 1, ... , k3 

A(x) = B 

X 2:0, dj,dj 2:0 (j = 1, ... ,k3). 
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(5) 

Classical goal programming includes also problems with a goal hierarchy. 
Each of the objective functions is then given its hierarchical position (one of 
the numbers h = 1, 2 ... , P, h = 1 corresponding to the highest hierarchical 
level); several objective functions may have the same hierarchical level. The set 
of indices j = 1, ... , k3 such that the j-th goal has the h-th hierarchical level 
will be denoted as h(h = 1, ... , P). 

In order to solve a problem with goal hierarchy, we can use e.g. the lexico
graphical approach. When we adopt this approach, we assume that the goals 
corresponding to the highest hierarchical level have to be satisfied in the first 
place (to the highest possible extent). Thus we start with solving problem (5), 
taking into account only the deviations corresponding to the objective functions 
from this level. Then, having added the constraints which assure keeping the 
achieved objective function values from the higher hierarchical level, we formu
late another problem of type (5), taking into account the objective functions 
from the next lower hierarchical level, etc. 

It is worth noticing that the goals of equality type (j = k2 , .. . , k3 ) are often 
expressed as a conjunction of two goals - one of maximisation type and one of 
minimisation type, both having the target value dj. Thus we deal with model 
(1) (2) satisfying the condition k2 = k3: 

Cj(x)~dj (j = 1, ... , kl) 

Cj(x)~dj (j = k1 + 1, ... , k2) 

A(x) =B. 

(6) 

Some authors consider also special cases of (1) (2), with all the goals being 
of equality type, 

Cj(x)~dj (j = 1, ... , k3) 
A(x) = B, 

of maximisation type 

Cj(x)~dj (j = 1, ... , k3) 
A(x) = B, 

or of minimisation type 

Cj(x);;dj (j = 1, ... , k3) 
A(x) =B. 

(7) 

(8) 

(9) 

To sum up, in the classical goal programming we have target values, linked to 
the individual goals (represented by the objective functions). The values of the 
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objective functions should be as close as possible to the target values, looking 
from the undesired side (for goals of the equality type both sides are undesired, 
for goals of the maximisation or minimisation only one side), while the distance 
between the objective function value and the target value is measured as the 
absolute value of the difference of two real numbers (3). All the undesired dis
tances for all the goals are then cumulated in one linear objective function in 
the form of a weighted sum, or (in the case of a goal hierarchy) in several linear 
objective functions. In the first case the solution of the goal programming prob
lem reduces to solving a mathematical programming problem with one linear 
objective function and constraints, where the latter will be linear if both the 
constraints and the objective functions in the initial goal programming problem 
are linear. In the second case the multicriteria programming methods have to 
be used, e.g. the lexicographical programming. The objective functions will be 
linear and, if the condition mentioned with respect to the first case is fulfilled, 
so will the constraints of the final model. 

Let us pass to the definition of fuzzy number. Here we will give a general 
definition and discuss several most popular examples of fuzzy numbers types. 
The details can be found e.g. in the book of Zimmermann (1991). 

DEFINITION 1 A fuzzy number is an upper semicontinuous and convex function 
f.LA : Rk --+ [0, 1], denoted also as A. Function f.LA is called membership function. 
For k = 1 we will simply speak about a fuzzy number, for k > 1 - about a 
multidimensional fuzzy number. 

Fuzzy number A (membership function f.LA) has two basic interpretations: 

I) "possibility case": A can express the incomplete knowledge of the deci
sion maker about the value of a certain magnitude A. This incomplete 
knowledge may occur in two basic cases: either the exact value will be 
known, but only in the future, or the decision maker is unable to express 
the given magnitude in a numerical form, but only in a linguistic form 
("small", "medium", "rather big", "significant" etc.). In both cases , for 
each real x f.LA(x) expresses the degree to which, according to the decision 
maker, it is possible that x really will be the value of A. In the case of 
a linguistic expression, a procedure of "translating" the given expression 
into the language of fuzzy numbers has to be applied (see e.g. the book of 
Zimmermann, 1991). 

II) "preference case": A can express the decision maker preference as to the 
value of a certain magnitude A. In this case, for each real x f.LA(x) ex
presses the degree to which the decision maker will be satisfied if x really 
is the value of A. 

Here are the most often used fuzzy number types: 

DEFINITION 2 a) A f7tzzy number A is a trapezoidal fuzzy number if there exist 



Fuzzy goal programn1ing - one notion, many n1eanings 

real mtmbers a1, az, a3, a4(a1 S az S a3 S a4) such that: 

! 
0 for x < a1 and for x > a4 
x - a1 

for x E [a1 , az] 

( ) 
a2 - a1 

/-lA x = 1 for x E [az , a3] 
a4- x 

for x E [a3, a4]. 
a4- a3 
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A trapezoidal f11zzy number is unequivocally defined by four real numbers ( a 1 , az, 

a3, a4). 

b) A trapezoidal fuzzy number A= (a1, az, a3, a4) is a triangular fuzzy num
ber, if a2 = a3. It is uneq·uivocally defined by the triple ( a 1, a 2, a4). 

The following definition presents two other important fuzzy number types: 

DEFINITION 3 a) Symbol ( a1, az, oo) stands for a left-hand fuzzy number A 
with the following membership function: 

{ 

0 for x < a1 
x - a1 

J-lA(x) = for x E [a1 , az] 
az- a1 
1 forxE[a2,oo]. 

b) Symbol (oo,a1 ,a2 ) stands for a right-hand f?tzzy number A with the fol
lowing membership function: 

{ 

1 for x < a1 
a?- x 

J-lA(x) = - for x E [a1, az] 
az- a1 
0 for .T E [az, oo]. 

The membership functions do not have to be piecewise linear. The most 
popular fuzzy number types with not necessarily linear membership functions 
are the so-called L-R fuzzy numbers (see e.g. Dubois and Prade, 1980) 

The basic arithmetical operations (addition, subtraction, multiplication, di
vision - between two fuzzy numbers and between a fuzzy number and a crisp 
one) are defined also on fuzzy numbers (see Zimmermann, 1991). The result is 
also a fuzzy number. 

The following definition recalls a very important notion connected with fuzzy 
numbers: 

DEFINITION 4 The A-cut of a fuzzy number A, denoted as A.\, where A E (0, 1], 
is the set {x E ~k: J-L(x) ::=:A}. 

It is easy to conclude from Definition 4 that a A-cut is the set of all those 
values that are possible or preferred (according to the interpretation of the fuzzy 
number) at least to the extent A. 

Apart from fuzzy numbers we can also speak about fuzzy relations. They can 
be defined on couples of fuzzy numbers, but not only. For example, the following 
fuzzy relation is defined on couples formed by an interval and a real number 
and defines the degree to which an interval is greater than a real number: 
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DEFINITION 5 Let [a, b] be an interval, and c a real number. Then 

([ bl )
- ([ b ] O)-max(b-c,O)-max(a-c,O) 

st a, ;:::: c - st a - c, - c ;:::: - b · 
-a 

The following relation is an example of a fuzzy relation defined for couples of 
triangular fuzzy numbers. It should express the distance between two triangular 
fuzzy numbers. 

DEFINITION 6 Let c = (.~, c, c) and g = ([!_, g, g) be two triangular fuzzy numbers. 
Then 

D . (- -) 0 { 1 { g - c c - g } } zst c, g = mm , max --_, -_-- . 
£:+9 c+f!_ 

3. Goal programming and fuzziness together 

In this section we will try to show how researchers try to combine the two 
notions presented in the previous section. The aim of this section is to introduce 
a certain systematisation into the variety of concepts bearing the same name, 
that occur here and there in the literature. 

To start with, let us introduce a very general definition of fuzzy goal pro
gramming, that at the same time constitutes the criterion according to which 
we chose the concepts to be discussed in this paper. Fuzzy goal programming 
is thus for us any goal programming approach that in some way makes use of 
the notion of fuzzy number. Only such a general definition comprises all the 
concepts which are called in the literature "fuzzy goal programming". 

It is the way fuzzy numbers are used that seems to be the best criterion 
according to which we can classify various fuzzy goal programming concepts. 

3.1. Fuzzy numbers as a measure of the decision maker satisfaction 
with attaining real target values 

Many authors use the notion of fuzzy number to model the decision maker 
satisfaction with attaining the target values, while the target values themselves 
and the other coefficients of the model remain crisp. Thus, we still deal with 
basic model (6), but provided with additional information: 

• For j = 1, ... , Zr (minimisation goals) a right-hand fuzzy number is given: 

(10) 

Numer d~ indicates the tolerance of the decision maker with respect to un
desirable deviations over the target values connected to minimisation goals. If 
the undesired deviation is greater than dj - dj, the decision maker is satisfied 
to the degree 0, which means that he cannot accept such a big deviation. But 
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each undesired deviation has a satisfaction degree smaller than 1 - it is only the 
values smaller than the target value dj that fully satisfy the decision maker; 
• For j = h , ... , l2 (maximisation goals) a left-hand fuzzy number is given 

(11) 

The interpretation of number d~ is analogous to that of d~. 
Further on, Zimmerman (1978) interprets model (6) as the search for a vector 

x, fulfilling condition (2) and maximising the total satisfaction of the decision 
maker with attaining the goals. He defines the total satisfaction, for a given x 
fulfilling condition (2), as 

Z 1 (x) = min{ ._min J.I~(Cj(x)), _min J.I~(Cj(x))}. 
J-l, .. . ,L, J-lt , ... ,l2 

(12) 

A solution maximising (12) with constraints (1) is determined by means of an 
auxiliary mathematical programming problem with one linear obj ective function 
(what is more, this function is equal to one of the decision variables) and with 
constraints which will be linear if constraints (2) are linear and membership 
functions J.I~ (j = 1, ... , h) and J.i; (j = h, ... , l2) piecewise linear. 

Ohta and Yamaguchi (1996) propose a similar approach, but for goals given 
in the form of ratios of linear functions. The auxiliary problem that leads to the 
final solution is non- linear, but it can be solved by means of linear programming 
methods and the halving procedure of Sakawa (1984). 

Mohamed (1997) also interprets model (6) as searching a vector x , fulfilling 
condition (2) and maximising the decision maker satisfaction with attaining the 
target values, measured by means of membership functions J.i~ and J.I~, but he 
does not speak about "total satisfaction". Functions J.I~(Cj(x)) (j = 1, ... , h) 
and J.I;(c1(x)) (j = it , ... l2 ) are for him separate objective functions in the 
sense of classical goal programming, and all the target values are equal to 1. 
Problem (6) is thus reduced to the following classical goal programming problem: 

J.I~(Cj(x))~1 (j = 1, ... , h) 
l ~ . 

J.lj(Cj(x))2:1 (J = l1 + 1, ... , h) (13) 

A(x) =B. 

Further on Mohamed applies the procedure described in Section 2 for prob
lem (1) (2). 

Chen (1994) and Tiwari et al. (1986) consider model (7) (equality goals), 
assuming that for j = 1, ... , k a triangular fuzzy number ( dj - s j, dj, dj + r j) is 
given (with membership function J.Ij) , expressing the satisfaction of the decision 
maker with goal attainment. The goal is of equality type, thus the decision 
maker does not accept deviations greater than Sj (below the target value) and 
r1 (over the target value). Chen assumes the symmetry of the triangular fuzzy 
numbers used, i.e . s j = r j. 
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Both Chen (1994) and Tiwari et al. (1986) use the concept of Zimmermann 
(1978), i.e. they search for a vector x, fulfilling condition (2) and maximising 
the total satisfaction of the decision maker with goal attainment, defined in the 
following way: 

(14) 

Tiwari et al. (1986) propose a solution consisting in solving 2k linear pro
gramming problems with one objective function. On the other hand, Chen 
solves the same problem (with the mentioned symmetry assumption) by means 
of one linear programming problem with one objective function. 

Wang and Fu (1997) consider problem (1)(2), using again the Zimmermann's 
concept: for each goal the membership functions described above are given: 
p,~ (j = 1, ... , k1), p,y (j = k1, . .. , k2) and p,~ (j = k2, ... , k3). Functions 
p,j'" (j = k1, ... , k2) can be triangular (like p,; ), but also trapezoidal, which 
means that instead of one single target value dj (j = k1 , ... , k2) we can have 
a target interval l4j , diJ (j = k1, ... , k2). The number p,y· takes then the form 

( dj - s j, 4j, dj, dj + r j). W hat is more, Wang and Fu also allow for membership 
functions which are not piecewise linear. The "sides" of the triangular and 
trapezoidal membership functions can be replaced by power functions, and the 
power value depends on the tolerance degree of the decision maker with respect 
to the deviations (e.g. concave functions will be used by decision makers whose 
dissatisfaction grows while going further away from the target value quicker 
than the dissatisfaction of the decision makers who would use piecewise linear 
membership functions). Apart from that, problem (1) (2) should have a goal 
hierarchy (h = 1, . . . , P). 

Wang and Fu also use the notion of the total decision maker satisfaction 
with attainment of goals, but they do it with respect to a given hierarchical 
level: 

Z~t(x) 

= min { 
i=~~i.n,k, p,~(Ci(x)) , i=f!,1,i11,kz p,y(Ci(x)) , i=!;1,i~ , k3 p,;(cj(x)) ; } . 
j- th goal has the hth hierarchical level 

(15) 

Wang and Fu solve then the following problem: they search for a vector x, 
fulfilling condition (2) , such that it would satisfy to the degree 1 (in the sense 
of function (15)) the goals from the hierarchical levels h = 1, ... P0 for as big 
P0 (Po ::; P) as possible, and - if this biggest Po fulfils condition Po < P - that 
would maximise Z(Po+l)(x) (the latter value is also searched for). This problem 
is solved by means of a mathematical programming problem with one linear 
objective function and constraints which are linear if the membership functions 
used are piecewise linear. 
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Gen et al. (1997) use fuzzy numbers to determine the decision maker satis
faction in problem (1) (2) in the same way as Wang and Fu. However, they do 
not assume the linearity of objective functions (1) or constraints (2) and they 
do not introduce any goal hierarchy. They search for a solution maximising the 
total decision maker satisfaction defined in the following way: 

k! k2 k3 

Z3(x) = L tjfJ~(Cj(x)) + L tj/JY(Cj(x)) + L tjfJ;(cj(x)) (16) 
j=l 

where tj (j = 1, ... , k3 ) are positive, crisp weights, given by the decision maker. 
This solution is determined by means of a genetic algorithm proposed by the 
authors. 

Rao et al. (1992) act in a similar way, but with respect to problem (9). 
They also allow for nonlinear objective functions and constraints, and the sat
isfaction of the decision maker with the attainment of the individual goals is 
defined in their paper in the same way. But the total satisfaction degree (the 
objective function maximised in the auxiliary problem that is finally solved) can 
be expressed in 3 following ways: 

kl 

Z4 (x) = L fJ~(Cj(x)) 
j=l 

k! 

Z5 (x) = L tjfJ~(Cj(x)) 
j=l 

k! 

Z6(x) = L(fJ~(Cj(x)))2 

j=l 

(the weights in (18) are given by the decision maker). 

(17) 

(18) 

(19) 

Rao et al. (1992) also consider problems with goal hierarchy. For such 
problems they suggest to choose one of objective functions (17), (18), (19) and 
to maximise it at each hierarchy level (for a fixed h ( h = 1, ... , P)) (the sum 
will be executed for j E h). They use here the lexicographic approach: 

For a fixed hand for each j Eh, fJf denotes the value of function fJ~(Cj(x)) 
for the solution found while considering level h. While ascending to level h + 1, 
Rao et al. (1992) add the constraints fJ~(Cj(x)) = !Jf (j Eh). 

A similar use of fuzzy numbers in goal programming is proposed by Mohan
das et al. (1990). However, they also consider another use of fuzzy numbers, 
and so their proposal is presented in Section 3.2. 

Sasaki et al. (1990) ask the decision maker to give the target values dj (j = 
1, ... , k3) in an interactive way (for problem (7), assuming the linearity of the 
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objective function and the constraints). However, they start with solving k3 cou
ples of the single-criterion linear progr<'tmming problems. For each j = 1, ... , k3 

the following two problems are solved: 

and 

Cj(x) -7 max 
A(x) = B 

Cj(x) -7 min 
A(x) =B. 

(20) 

(21) 

Let Cjnax and Cj'in (j = 1, .. . , k3 ) denote, respectively, the optimal values 
of the objective function of problems (20) and (21). The decision maker is asked 
to give the target values dj (j = 1, ... , k3), fulfilling the condition qnin ::::; dj ::::; 
Cj'ax (j = 1, ... , k3 ) . Further on, the authors use two fuzzy measures of the 
decision maker satisfaction with the attainment of the target values: 

c ·(x) - cmin . 
u-:(C(x)) = 1 1 (for cmm < C ·(x) <d) 
~""J J dj - c;mn J - J - J 

(22) 

cmax - c ·(x) 
!1J(Ci(x)) = 1Cj'ax _ ~i (for dJ ::::; Ci(x)::::; Cj'ax) (23) 

where (22) measures the decision maker's satisfaction with the attainment of the 
target values in the case when the value of the corresponding objective function 
is smaller than the target value, and (23) measures this satisfaction in the other 
case. 

For each collection of target values dj (j = 1, ... , k3 ) given by the decision 
maker , it is proposed to search, by means of the lexicographic method , a solution 
maximising the value of two following functions: 

/,;3 

Z7 (CJ(x)) = 2.::.>1 !1j(Ci(x)) 
j=l 

k3 

Z8 (Cj(x)) = L tj !1J(Cj(x)), 
j=l 

(24) 

(25) 

where tj and tj (j = 1, ... , k3 ) are positive weights, given by the decision 
maker. If the solution obtained does not satisfy the decision maker, he is asked 
to give new target values dj (j = 1, ... , k3). 

The final auxiliary problems solved in course of the algorithm are the single 
criterion linear programming problems. 

3.2. Fuzzy numbers as goal weights 

Fuzzy numbers in goal programming can also play the role of goal weights. In 
this situation we deal with the first interpretation of fuzzy number, and more 



Fuzzy goal programming - one notion 1 znany zneanings 881 

exactly with the case when the exact values will never be known - the decision 
maker is simply unable to express them in the form of a crisp number and uses, 
instead, a linguistic expression. 

Mohandas et al. (1990) use fuzzy numbers to measure the satisfaction with 
the attainment of crisp goals in a way that combines the approaches proposed 
by Mohamed (1987) , Gen (1984) and Rao et al. (1992). They do it with respect 
to problem (8) , reformulated in such a way that all the target values, as well 
as all the right hand sides of the constraints are equal to 0. They search for 
a solution which is non-dominated with respect to the (maximised) objective 
functions: 

(26) 

i.e. such a solution that the improvement of any of the objective functions (26) 
deteriorates the value of another one. 

In order to find such a solution, Mohandas et al. (1990) use a heuristic 
algorithm, that makes use of the following modification of expression (16) (this 
modification is to determine the total decision maker's satisfaction with the 
attainment of the target values) 

k3 

F\(x) = LtiM~(Cj(x)), (27) 
j=l 

where 0 (j = 1, 2, ... , k3 ) are triangular, left-hand or right-hand fuzzy numbers , 
given by the decision maker. They should express the importance of the indi
vidual goals in the decision maker eyes and originally are given in a linguistic 
form. 

Once (27) is defined, the realisation of the algorithm can be started. In each 
step the fuzzy gradient of (27) is determined 

aiHx) = [aiHx) aiHx)] 
8(x) 8(x1) '· · ·' EJ(xn) 

(28) 

whose coordinates are found in the following way: 

(29) 

Coordinates (28) are thus fuzzy numbers (which come into being by means of the 
multiplication of the fuzzy weights with crisp derivate values and ~e addition 

of the fuzzy results). For a fixed i ( i = 1, . . . , n) the coordinate 8Jc~~x/ should 
indicate the influence of decision variable x; on the total degree of satisfaction 
with the attainment of the goals. One should attempt to improve the value of 
this decision variable x;, whose influence is_the highest one. As this influence 

is evaluated by means of fuzzy numbers a:c~:><:/, and fuzzy numbers are often 
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incomparable, Mohandas et al. (1990) determine for each fuzzy coordinate a 
real characteristic, thanks to which the choice of the best improvement direction 
is unequivocal (although not necessarily the best one). The new solution is 
accepted if it is better or at least not worse than the already found ones with 
respect to each of objective functions (26). The algorithm terminates in the 
moment when gradient (28) does not lead to any new accepted solution. 

3.3. Fuzzy numbers as a tool to determine crisp target values in 
classical goal programming 

In the classical goal programming formulation it is assumed that target values 
dj (j = 1, ... , k3 ), as well as the goal hierarchy, are already given. But their 
determination is not easy. Too much subjectivity may lead to solutions that 
will not be of much use. According to Mohanty and Vijayaraghavan (1995), 
this is above all the consequence of the fact that the target values are often 
determined disregarding mutual relations among individual goals. For example, 
if two goals are in conflict in the sense that the improvement of the value of one 
of them always deteriorates the value of the other one, and the target values for 
both goals will be close to each other, big deviations cannot be avoided. Their 
"distribution" in the final solution may get out of control: one of the goals may 
assume almost the whole deviation and the other one may get a very small 
deviation or none at all. Such a solution will in fact disregard the first goal. 

In order to avoid such a situation, Mohanty and Vijayaraghavan (1995) 
determine the target values dj (j = 1, ... , k3 ) and goal hierarchy in the classical 
goal programming approach using in particular fuzzy numbers . Their starting 
point is problem (8) with values dj (j = 1, ... , k3 ) assumed to be unknown at 
the beginning. 

The procedure of searching for the target values starts by solving the prob
lems (20) and (21) for (j = 1, ... , k3). For each goal j = 1, ... , k3 a left-hand 
fuzzy number is defined with the following membership function: 

(30) 

This fuzzy number determines the decision maker's satisfaction with the 
value of the given objective function with respect to the best value of the ob
jective function attained disregarding the other goals. The decision maker is 
totally satisfied only if this globally best value is achieved, and less satisfied 
with smaller values. Of course, when we consider all the goals at the same time, 
it is usually not possible to attain value 1 of this satisfaction degree for all of 
them. This is a consequence of the fact that goals are usually in conflict to some 
extent. 

Further on, considering the gradients of individual objective functions and 
their mutual position and applying a special procedure, Mohanty and Vija
yaraghavan (1995) determine (for each goal j = 1, ... , k3) the degree Wj to which 
the given goal is not in conflict with the other ones. Numbers Wj (j = 1, ... , k3 ) 
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take values from 0 to 1; where 0 means being totally in conflict with the other 
goals, and 1 means being in no conflict at all. 

Assuming that the target values of the individual goals should be in harmony 
with mutual relations between goals and that the decision maker can expect to 
be satisfied with the value of the given goal only to the extent to which this goal 
is not in conflict with the other goals, the authors suggest to determine target 
values dj (j = 1, ... , k3 ) by means of the following equations system: 

(31) 

In this way the classical goal programming problem (8) is fully formu
lated - the crisp target values have been determined. Moreover, Mohanty 
and Vijayaraghavan (1995) suggest to derive the goal hierarchy from values 
w j (j = 1, ... , k3 ): the bigger w j, the higher the hierarchy level (the smaller h 
value) of a given goal, goals having the same Wj values belonging to the same 
hierarchy level. 

3.4. Fuzzy numbers as target values 

The authors of the present paper have proposed three goal programming models 
(together with corresponding solution procedures) for problem (1) (2) and the 
case where all the coefficients are crisp and only the goals (the target values) 
are fuzzy. Thus, we consider the following problem: 

Cj(x)~~ (j = 1, ... , kl) 

Cj(x)=2:~ (j = k1 + 1, .. . , kz) (32) 

Cj(x)~~ (j = kz + 1, ... , k3) 

A(x) =B. 

where ~ (i = 1, ... , k3 ) are 1-R fuzzy numbers with membership functions 
/-Ldi ( dj). In Chanas and Kuchta (2002) we considered two situations. The 
first situation corresponds to the preference case. We assume that the decision 
maker can choose the exact value di of each goal~ (i = 1, ... , k3), and the value 
/-Ldi ( dj) expresses, for each real number dj, the satisfaction of decision maker 

with the fact that ~ = dj. He wants to find such values di (i = 1, ... , k3 ) that 
would give him the maximal overall satisfaction with the selected goals and he 
also wants to determine the solution vector x that corresponds to this "best" 
choice of goals. 

The decision maker cannot simply choose those values that satisfy him most 
because those values may correspond to "ambitious goals", which might be 
unattainable for him and his team. Thus, he looks for such goals which would 
give him a compromise between his satisfaction with the goals and the attain
ability of the goals (the magnitude of the deviations). The overall satisfaction 
with the goals is defined as SAT({d-;}7!1 ) = mini=l, ... ,k3 {P,d,(di)}. 
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This problem is .finally reformulated as the following bicriterial problem and 
solved by any method of bicriterial programming, e.g. by looking for Pareto 
solutions. 

_,\---> max 
k, kz k3 

L widt + L ( Widt + w~di) + L widi ---> min 
i=l i=k, +1 i=k2+2 

C;x- dt + di = di, i = 1, ... , k3 

Q;- a.;L- 1
(.-\) :S: d; :S: di + f3iL- 1

(.-\) 

Ax=B 

dt,di 2:0 (i = 1, ... ,k3), 

where w; (i = 1, ... , n3) and w~ (i = k1 + 1, ... , k2) are positive weights. 
Another interpretation of (32), discussed in Chanas and Kuchta (2002), cor

responds to the "possibility case". Now the decision maker is not able to choose 
the exact value of each goal, because the goals will be fixed by someone else, on 
whom the decision maker has no influence. However, the decision maker pos
sesses some knowledge about the goals: he knows the possibility distributions 
of the crisp values that can be the values of the goals. Hence, the value J.ldi (d;) 
expresses, for each real number d;, the possibility of d; of being the final value 
of the i-th goal. 

In this case with little room for manoeuvre the decision maker might just 
be interested in the possibility distributions of the deviations from the (for the 
moment unknown) exact goal values. In other words, he might want to know 
what deviations may occur and how possible they are, in order to be able to 
evaluate his risk of the deviations being too big. In particular, the information 
about the possibility distribution of the minimal value of the total deviation 
may be of use to him. 

This possibility distribution is found by solving the following parametric lin
ear programming problem (linear parametric programming methods are enough 
to solve it). 

kz 

L (widt + w~di) + 
i=l 

C;x- dt + di = d;, i = 1, ... , k3 

Q;- a.;L - 1
(.-\) :S: d; :S: d; + (3;L - 1

(.-\) 

Ax=B 

dt,di 2: O(i = 1, .. . ,k3), 

k3 

L w;di ---> min_ 

where w; (i = 1, .. . , n 3 ) and w~ (i = 1, ... , n 2 ) are positive weights and).. is a 

parameter from the interval [0, 1]. 
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In Chanas and Kuchta (2001) the problem (32) is interpreted again in the 
context of the possibility case. The goals are unknown and the decision maker 
wants to minimise the sum of deviations from them. These deviations of crisp 
objective functions values from fuzzy goals are defined as crisp numbers, in the 
following way: 

Dj = n+(cjx, dj), Dj = n-(Cjx, ~), where 

n- r A - "'-
{

0 ( ' ) - 1 (1- J1A(z))dz 

Then, the following problem is solved: 

if r :::; a 

elsewhere ' 

if r ~ g 

elsewhere · 

k, k2 k3 

L WjDj + L (wjDj + wjDj) + L WjDj ----7 min 
j=l j=k, +1 j=k2+2 

Ax=B. 

This is a nonlinear problem, but it can still be effectively solved for special 
cases ofL-R fuzzy numbers representing the goals, using quadratic and generally 
nonlinear programming methods. 

3.5. Fuzzy numbers as objective function and constraint coefficients 
and as target values 

Kuwano (1966) considers the following multicriteria problem: 

Cjx ----7 max (j = 1, ... k3) 

Ax:::; b, x ~ 0, 

(33) 

(34) 

where the coefficients in (33) are triangular fuzzy numbers (c{ i• c~ i• c~ i) (i = 
1, ... , n), (j = 1, ... , k3 ), and the coefficients in (34) are fuzzy 'nun;bers' of any 
type. The fuzziness of the coefficients means that they are not known exactly 
(possibility case). 

Problem (33) (34) is not a goal programming problem, but Kuwano tries to 
solve it using a goal programming approach. Originally, the target values are 
not given. Kuwano suggests to determine for problem (33) (34) a fuzzy multidi
mensional target value. It is a kind of an ideal solution (usually unattainable), 
constructed on the basis of solutions of the following single criterion problems 
pk (k = 1, ... 1) 

c{x ----7 max (j = 1, ... r.;3) 
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A<>x::;ba:, x;::::o 

where c{ is a vector (c{,i)f=1 is the vector of the left-hand ends of the a-cuts of 

the coordinates of vector A, };a is the vector of the right-hand ends of the a-cuts 
of the coordinates of vector b. Such an a is fixed (assuming that it exists), for 
which all the problems Pk' (k = 1, .. . l) have a unique optimal solution xk(a). 
On the basis of solutions xk(a), the ideal target value is determined. It is called 
the a -optimal value of problem ((33) (34)) and is denoted as Z(a). It is a 
multidimensional fuzzy number, defined in space ~k3 • 

Further on, in space ~k3 and fo_E each vector x, another multidimensional 
fuzzy number is defined, denoted Cx and expressing the fuzzy value of the 
objective function vector for x. It has the following membership function: 

11cx((yj)J~l) = min{J1i(Yi) (j = 1, ... , k3)}, 

where /1j is the membership function of fuzzy number Cjx. 
Solution of problem (33) (34) is defined as a feasible solution x minimising 

the distance Df3 between fuzzy numbers Cx and Z(a). Kuwano defines the 
distance Df3 between two multidimensional fuzzy numbers in the following way: 

Df3(M, L) = sup dH(M('Y), N('Y)), (35) 
{3~")':<;! 

where M, L are fuzzy numbers in space ~k3 , f3 is a fixed number from interval 
[0, 1], M('Y), N('Y) are, respectively, 1-cuts of fuzzy numbers M, L, and dH is a 
measure of the distance between subsets of ~k3 , defined in the following way: 

dH(A,B) = max{max(d(a,B): a E A),max(d(b,A): bE B)} 

(where d - any distance in ~k3 ). 
It is then enough to solve a single-criterion linear programming problem, in 

which the (minimised) objective function is equal to Df3 (Cx, Z(a)). 

3.6. Fuzzy numbers as the coefficients of the objective function and 
constraints, as target values and as decision variables 

Kono and Yamaguchi (1992) consider the following linear problem, in which the 
target values, the objective function coefficients as well as the decision variables 
are fuzzy numbers. 

n 

:L c{x/i.~ u = 1, ... , k3). (36) 
i=l 

The authors solve the following auxiliary problem for each). E (0, 1]: 

(37) 
i=l 
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Problem (37) is then reformulated, using classical (see e.g. Moore, 1996) 
operations on intervals: 

n 

"' j).. ).. d)..- ( 0 

- k ) D ci xi - i 2:0 J - 1, ... , 3 . (38) 
i=l 

For each>. E (0, 1], the left hand side of (38) will be an interval. In order to 
compare intervals with real numbers, Kono and Yamaguchi use the fuzzy rela
tion from Definition 2.5 and solve the following problem (with some additional 
constraints, preventing the intervals to be too wide), maximising the degree of 
fulfilment of the fuzzy constraints from (38): 

a---> max 
n 

st( L c{>.xt 2: dt) 2: a(j = 1, ... , k3 ). 

i=l 

(39) 

The solutions (>.-cuts of the decision variables) determined in this way for 
individual A E (0, 1] (with some additional constraints), constitute the fuzzy 
solution of problem (36). 

Ohta and Yamaguchi (1996) apply this approach to the case when the ob
jective functions are ratios of linear expressions. 

Ramik (2000) solves the following problem: 

n 

L ctxi;:;;Jj (J = 1, ... , k3), 
i=l 

in which the decision variables (x1 , ... xn) are triangular "symmetric" fuzzy 
numbers (x - ~x, x, x + ~x ), where x E ~' and~ is a fixed number from interval 
(0, 1), the target values ~ (j = 1, ... , k3 ) and coefficients zt (i = 1, ... n; j = 
1, ... , k3 ) are any triangular fuzzy numbers. 

The author minimises the value of the measure of the deviation of the fuzzy 
objective functions from fuzzy goals, defined as: 

where the deviation Dist is defined according to Definition 2.6. 
The problem defined in this way is then reduced to a single-criterion quadrat

ic programming problem (with quadratic constraints), in which the minimised 
objective function is a decision variable, equal to D((2:~= 1 c}xi, ... , 2:~= 1 C73 xi), 
(dl, 0 0 0 dkJ). 
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4. Combination of stochastic programming with fuzzy goal 
programmmg 

Mohamed (1992) uses fuzzy numbers to solve the goal programming problem 
(8), in which the target values dj (j = 1, ... , k3) are random variables with 
probability distributions Fj (y) = P( dj :S y). Problem (8) is reformulated in the 
form of the following fuzzy goal programming problem: 

P(Cj(x) :2:: dj)?_aj (j = 1, ... , k3) 
A(x) = B, 

where aj(j = 1, ... k3 ) are new target values, given by the decision maker. 

(40) 

Further on, fuzzy numbers are used to measure the degree of achieving 
the goals formulated in such a way. The decision maker links to each goal 
Ctj (j = 1, ... k3 ) a left hand fuzzy number vj = (a;,aj,oo), where a; is the 
smallest probability still tolerated by the decision maker. Fuzzy numbers vj are 
defined on values P(Cj(x) 2 dj)(j = 1, ... , k3). 

Further on, by making use of the properties of probability distributions, 
the problem is formulated in the following form of classical goal programming 
approach: 

( 41) 

A(x) = B , 

and solved by means of classical methods. 
Having obtained the optimal solution x* of problem (41), we have to cal

culate values vj ( P( Cj (x*) 2 dj)) (j = 1, ... , k3). The vector of these values is 
supposed to be the final measure of the decision maker's satisfaction with the 
solution obtained. 

5. Conclusions 

The idea of fuzzy goal programming comprises many distinct concepts and no
tions. The difference consists mainly in the role of fuzziness. Fuzzy numbers 
can serve e.g. as a measure of the decision maker's satisfaction with attainment 
of crisp goals, but they can also represent goals, other coefficients of the model 
or the values of decision variables. The present paper offers a survey of various 
approaches (including three of the authors themselves). It may help the deci
sion maker in choosing the right model in a given decision situation or give an 
inspiration for further research in the area of "fuzzy goal programming". 



Fuzzy goal program1ning - one notion, 1nany meanings 889 

References 

CHANAS, S. and KUCHTA, D. (2001) A New Approach to Fuzzy Goal Pro
gramming. Proceedings of the International Conference in Fuzzy Logic and 
Technology, De Montford University, Leicester, UK, 5-7 September 2001, 
199- 201. 

CHANAS, S. and KucHTA, D . (2002) On a certain approach to fuzzy goal 
programming. In: Multiple objective and goal programming. Recent devel
opments. T. Trzaskalik, J. Michnik, ed., Heidelberg, New York, Physica
Verlag, 15-30 (Advances in Soft Computing). 

CHEN H.-K. (1994) A note on a fuzzy goal programming algorithm by Tiwari, 
Dharmar and Rao. Fuzzy Sets and Systems 62, 287-290. 

DuBOIS, D. and PRADE, H. (1980) Fuzzy Sets and Systems: Theory and Ap
plications, New York, London, Toront9. 

GEN, M., 0DA, K., LEE, J. and KrM, J. (1997) Fuzzy Nonlinear Goal Pro
gramming Using Genetic Algorithm. Computers Ind. Engng. , 33 (1-2), 
39-42. 

KoNo, Y. and YAMAGUCHI, T. (1992) An interactive method for multi-goal 
programming problems with fuzzy solution. Communications of Opera
tions Research Society of Japan 37/12, 603-610. 

KUWANO, H. (1996) On the fuzzy multi-objective linear programming: Goal 
programming approach. Fuzzy Sets and Systems 82, 57-64. 

MoHAMED, R.H. (1992) A Chance-Constrained Fuzzy Goal Program. Fuzzy 
Sets and Systems, 47, 183-186. 

MoHAMED, R.H. (1997) The relationship between goal programming and fuzzy 
programming. Fuzzy Sets and Systems 89, 215-22. 

MOHANDAS, S.U., PHELPS, T.A. and RAGSDELL, K.M. (1990) Structural 
Optimisation Using a Fuzzy Goal Programming Approach. Computers 8 
Structures, 37(1), 1-8. 

MOHANTY, B.K. and VIJAYARAGHAVAN, T.A.S. (1995) A Multiobjective Pro
gramming Problem and its Equivalent Goal Programming Problem with 
Appropriate Priorities and Aspiration Levels: a Fuzzy Approach; Comput
ers Ops Res., 8, 771- 778. 

MOORE R.E. (1966) Interval Analysis, Prentice Hall, Englewood Cliffs , New 
Jersey. 

OHTA, H. and YAMAGUCHI, T. (1996) Linear fractional goal programming in 
consideration of fuzzy solution. E.J.O.R., 157-165. 

RAMIK J. (2000) Fuzzy goals and fuzzy alternatives in goal programming prob
lems. Fuzzy Sets and Systems 111, 81-86. 

RAO, S.S., SUNDARARAJU, K., PRAKASH, B.G . and BALAKRISHNA, C. (1992) 
Fuzzy Goal Programming Approach for Structural Optimization. AIAA 
Journal, 30(5), 1425- 1432. 

SAKAWA, M. (1984) Interactive fuzzy decision making for multiobjective lin
ear programming problems and its applications. Proceedings of the !FAG 



890 S. CHANAS, D. KUCHTA 

Symposium, Marseille, France, 19-21 July 1983, Pergamon Press, Oxford, 
295-300. 

SASAKI, M., GEN, M. and IDA, K. (1990) Interactive Sequential Fuzzy Goal 
Programming. Computers Ind. Engng, 19(1-4), 567-571. 

TIWARI, R.N., DHARMAR, S. and RAO, J.R. (1986) Priority structure in fuzzy 
goal programming. Fuzzy Sets and Systems, 19, 251- 259. 

WANG, H.-F. and Fu, CH.-CH. (1997) A generalisation of fuzzy goal program
ming with pre-emptive structure. Computers Ops. Res. 24(9), 819- 818. 

ZADEH, L.A. (1965) Fuzzy Sets. Information and Contml 8, 338-353. 
ZIMMERMANN, H.-J. (1978), Fuzzy programming and linear programming with 

several objective functions. Fuzzy Sets and Systems, 1, 45- 55. 
ZIMMERMANN , H.-J. (1991), Fuzzy Set Theory and its Applications. Kluwer 

Academic Publishers, Boston/Dordrecht/London. 


