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Abstract: Infinite–dimensional linear dynamic systems describ-
ed by infinite matrices are studied. Approximate controllability for
systems with lower-diagonal matrices is investigated, whereas ob-
servability is studied for systems with row-finite and upper-diagonal
matrices. Different necessary or sufficient conditions of approximate
controllability and observability of such systems are given. They are
used to show dualities between these properties. The theorems on
dualities extend the results known for finite-dimensional systems.
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1. Introduction

Infinite-dimensional dynamical systems appear usually either as systems de-
scribed by partial differential equations or abstract systems defined on Banach
spaces. The dynamics of the system is then described by the equation ẋ = Ax,
where A is a linear operator whose domain is usually a dense subspace of a
Banach space X , Curtain, Pritchard (1978), Klamka (1991), Rolewicz (1977),
Triggiani (1975). When the space X is a space of infinite sequences, A may
be identified with an infinite matrix and we obtain an infinite system of lin-
ear ordinary differential equations. Such systems appear in many applications,
Deimling (1977), Zautykov (1965, 1974). As the state space is now some Banach
space of real sequences, Banach space theory can be applied, Deimling (1977),
Persidski (1959). In control theory such infinite systems may appear if one con-
siders the infinite extension of a finite-dimensional system, Fliess et al. (1997),
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Jakubczyk (1992), Pomet (1995). The new variables are the derivatives of the
control. In this case the natural state space is the space of all real sequences. It
is a Fréchet space, but not a Banach space, so the theory of systems in Banach
spaces cannot be used.

Another interesting example of an infinite differential system is the system
obtained by the Carleman linearization of a nonlinear differential system evolv-
ing on a finite-dimensional space, Kowalski, Steeb (1991).

We study here linear systems that are described by infinite matrices, Cooke
(1950), Wilansky, Zeller (1955). We restrict our studies to lower-diagonal and
upper-diagonal matrices or matrices called row-finite and column-finite.

Let R
N denote the linear space of all infinite sequences of real numbers

represented by infinite columns x = (x1, . . . , xi, . . .)
T , xi ∈ R, i ∈ N. Then by

R
(N) we denote its linear subspace, the space of infinite sequences with finitely

many nonzero elements. According to the class of matrices of a system we
consider as a state space the space R

N or R
(N).

Let us consider the linear infinite-dimensional initial value problem

ẋ(t) = Ax(t) + bu(t), (1a)

x(0) = x0 ∈ X ⊆ R
N, (1b)

where A is an infinite matrix from R
N × R

N and b ∈ R
N. The functions u(·) are

assumed to be real-valued, locally Lebesgue-integrable functions.
As for some infinite matrices the initial value problem (1) may have infinitely

many smooth solutions, we admit formal solutions of (1a) given by sequences of
formal power series, Ruiz (1993). This is enough in observability problems and
allows to have existence and uniqueness of solutions. To study controllability
problems we need more regular solutions. Now the formal solutions must be
convergent and thus – analytic. This requires, however, a special structure of
the matrix A, like lower- or upper-diagonality, and corresponding restrictions
on initial values of solutions.

One of the main problems studied in this paper is controllability of systems
with one-dimensional control, described by lower-diagonal matrices. As in this
situation the operator, through which the control acts on the system is compact,
we have a similar situation as in controllability for abstract differential systems
on Banach spaces, (see, for instance, Triggiani, 1975). We show that for such
systems exact controllability is never possible and we study a weaker property
of approximate controllability, which means that the attainable set from zero is
dense in R

N.

We recall the results on observability for row-finite systems obtained in Bar-
tosiewicz, Mozyrska (2005). Next we study observability of systems described by
upper-diagonal matrices. We formulate and prove the necessary and sufficient
condition of observability of such systems defined on R

N or R
(N).

We present two theorems on duality. The first states the equivalence between
properties of approximate controllability for systems with lower-diagonal ma-
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trices on R
N and observability for upper-diagonal systems on R

(N). The second
shows the connections between observability of systems with row-finite upper-
diagonal matrices on the whole space R

N and approximate controllability of
systems with lower-diagonal column-finite matrices.

2. Preliminaries

In this article an important fact is that the space of all real infinite sequences is
not a Banach space. The space R

N is a Fréchet space, i.e. a complete metrizable
locally convex (topological vector) space. As the topology in R

N we consider the
product topology. There are different ways of defining a metric in R

N. We can use

the formula: ρ(x, y) =
∞
∑

k=1

2−k |xk−yk|
1+|xk−yk|

for x = (x1, x2, . . .) and y = (y1, y2, . . .)

in R
N. A sequence {x(n)}n∈N, where x(n) = (x

(n)
1 , x

(n)
2 , . . .) converges to the

element y = (y1, y2, . . .) iff lim
n→∞

x
(n)
k = yk for each k ∈ N. It means that the

convergence of sequences of points in R
N is coordinatewise, Kantorovich, Akilov

(1982).
The topology can also be given by means of an increasing sequence (|| · ||k)k∈N

of semi-norms. Then the function

d(x, y) =

∞
∑

k=1

2−k ||x − y||k
1 + ||x − y||k

, x, y ∈ R
N

defines an equivalent metric. Let Πk : R
N → R

k be the projection on the first

k coordinates, Πk(x) = (x1, . . . , xk)T . Then we can take ||x||k = ||Πk(x)||R
k

as
the standard norm in R

k, k ∈ N. Since convergence in R
N is coordinatewise, we

have the following:

Proposition 1 The sequence {x(n)}n∈N of elements of R
N tends to 0 if and

only if ∀ k ∈ N : lim
n→∞

||x(n)||k = 0.

In the subsequent parts of this article we need the following sufficient con-
dition of convergence of a sequence in R

N to the origin:

Proposition 2 Let {x(n)}n∈N be a sequence of elements from R
N such that

∀ k ∈ N ∃ n(k) ∈ N : ∀ n > n(k) x
(n)
i = 0 for i = 1, . . . , k. Then {x(n)}n∈N is

convergent to the origin in R
N.

Proof. Let k ∈ N. From the assumption, there is n(k) such that for all n > n(k),
Πk

(

x(n)
)

= 0 ∈ R
k. Hence: lim

n→∞
||x(n)||k = 0, so by Proposition 1: {x(n)}n∈N

tends to zero in R
N.

The fact that in the infinite-dimensional space R
N we work with product

topology has the following consequence:



890 D. MOZYRSKA, Z. BARTOSIEWICZ

Proposition 3 (Kantorovich, Akilov, 1982) Let K ⊂ R
N. The set K is rela-

tively compact in R
N if and only if for each n ∈ N there is ln > 0 such that

|xn| ≤ ln, for each x = (x1, x2, . . .) ∈ K.

In other words, the set K to be relatively compact must be contained in
some parallelepiped in R

N.

Corollary 1 A compact subset K of R
N is nowhere dense, i.e. int K = ∅.

Proof. Let x = (x1, x2, . . .) ∈ K and |xn| ≤ ln for n ∈ N. Suppose int K 6= ∅.
Then there is a ball B, in the metric ρ, contained in K. We can assume that
B has the center at 0 and the radius ε. Then for n > log2

1+ln
ε(2+ln) the point

x = (0, . . . , ln + 1, 0, . . .), with xn = ln + 1, belongs to B, but does not belong
to K. This gives contradiction.

Let Lc(R
N, R) be the space of all linear and continuous mappings from R

N

to R.

Theorem 1 (Banach, 1932) Lc(R
N, R) ≈ R

(N).

As in R
N not every linear subspace is closed, we need the following useful

fact:

Proposition 4 Let Y be a linear subspace of R
N. Then for all v ∈ Lc(RN, R)

the following holds: v(Y ) = 0 ⇔ v(Y ) = 0 (where Y denotes the closure of Y ).

Each element A ∈ R
N × R

N may be interpreted as a function A : N × N ∋
(i, j) 7→ aij ∈ R, and it is called an infinite matrix. We write then A = (aij)i,j∈N.
By E = (δij)i,j∈N, where δij = 0 for i 6= j, δii = 1, we denote the identity matrix.
We shall deal with differential systems described by infinite matrices of some
particular type.

Definition 1 We say that A = (aij)
i,j∈N

is

a) row-finite if for each i ∈ N there is α(i) ∈ N : aij = 0 for j > α(i),
b) column-finite if AT is row-finite,
c) lower-diagonal if aij = 0 for j > i,
d) upper-diagonal if aij = 0 for j < i.

Of course, a lower-diagonal matrix is a particular case of row-finite matrix.
Each of these sets of matrices forms an algebra over R with a unit E = (δij)

i,j∈N

(in particular multiplication is associative). Hence the powers Ak, k ∈ N ∪ {0},
of the matrix A of one of these types are of the same type.

Let A = (aij)
i∈N,j∈N

be an infinite matrix. Then by An we denote the matrix
derived from A by replacing by 0 all elements except those occupying the first
n rows. By An| we denote the matrix derived from A by replacing by 0 all
elements except those occupying the first n columns. Then (An)m| = (Am|)n



Dualities for linear control differential systems with infinite matrices 891

have the same elements aij as A for i ≤ m and j ≤ n. If m = n we write
(An)n| = A(n). The matrices An, An| and A(n) are infinite, but they have

properties similar to properties of finite matrices. For A = (aij) ∈ R
N × R

N let
us denote A[n] = (aij)

i≤n,j≤n
. In this way we cut off from the matrix A first n

rows and columns.
For upper-diagonal and lower-diagonal matrices we have the following direct

properties, very useful for our applications.

Proposition 5 Let A, B ∈ R
N × R

N be both lower-diagonal or upper-diagonal
matrices. Then:
a) ∀ k ∈ N :

(

A(n)

)k
= (Ak)(n) and

(

A[n]

)k
= (Ak)[n].

b) (AB)(n) = A(n)B(n) and (AB)[n] = A[n]B[n].

c) Let wn(λ) = λn + cn−1λ
n−1 + · · ·+ c1λ + a0 be the characteristic polynomial

of the matrix A[n]. Then An
(n) + cn−1A

n−1
(n) + · · · + c1A(n) + c0E(n) = 0.

If in the previous proposition we take only one infinite column b ∈ R
N instead

of the infinite matrix B, we get the following corollary.

Corollary 2 If b ∈ R
N is a column and A is a lower-diagonal matrix, then

(Ab)n = Anbn = A(n)bn and Πn(Ab) = A[n]Πn(b).

Proposition 6 Let b ∈ R
(N) and b = (b1, b2, . . . , bn, 0, . . .)T , and let A be an

infinite matrix. Then Ab = An|b and bT A = bT An.

Definition 2 (Deimling, 1977) Let A = (aij)
i∈N,j∈N

be an infinite matrix
and suppose that there is r > 0 such that for each i, j ∈ N the power series
∞
∑

k=0

tk

k!

(

Ak
)

ij
has the radius of convergence greater or equal r > 0. Then we

define the matrix etA by
(

etA
)

ij
=

∞
∑

k=0

tk

k!

(

Ak
)

ij
.

From the above definition and from Proposition 5 and Corollary 2 we have
the following:

Proposition 7 Let A = (aij)
i∈N,j∈N

be a lower-diagonal matrix. Then:

a) the product Akx0 exists for all k ∈ N ∪ {0} and x0 ∈ R
N.

b) etA exists for each t ≥ 0 and it is lower-diagonal.
c) the function x(t) = etAx0 is the unique analytic solution of the lower-diagonal
problem:

ẋ(t) = Ax(t), x(0) = x0

for every x0 ∈ R
N.

Proof. The parts a) and b) are the direct consequences of the fact that A is a
lower-diagonal matrix.
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We prove the part c). For each i ∈ N we shall show that d
dt

xi(t) =
(

d
dt

etAx0
)

i
=
(

AetAx0
)

i
, where the subscript i denotes the i-th coordinate.

Let Ai denote the i-th row of the matrix A. Then (Ak+1)i = AiA
k. Hence

(

d
dt

etAx0
)

i
= d

dt

∞
∑

k=0

tk

k! (A
k)ix

0 =
∞
∑

k=0

tk

k! (A
k+1)ix

0 = Aie
tAx0 =

(

AetAx0
)

i
.

Corollary 3 Let A be a lower-diagonal matrix and b ∈ R
N. Then for each

n ∈ N:
(

etA
)

[n]
= etA[n] and Πn

(

etAb
)

= etA[n]Πn(b).

Proposition 8 Let A be a lower-diagonal matrix, x0 ∈ R
N and G(n)(t) =

etA(n)x0. Then for all t ≥ 0 and n > 0 we have the following:
a) the series G(n)(t) is convergent and lim

n→∞
G(n)(t) = etAx0.

b) the function t 7→ Πn

(

G(n)(t)
)

is the unique analytic solution of the n-
dimensional problem:

ż(t) = A[n]z(t), z(0) = Πn(x0).

Proof. The proposition follows from properties of finite-dimensional matrices
and from Propositions 5 and 2.

We formulate similar facts for upper-diagonal matrices. The next proposi-
tions follows from Proposition 5 and 6.

Proposition 9 Let A = (aij)
i∈N,j∈N

be an upper-diagonal matrix. Then:

a) the product Akx0 exists for all k ∈ N ∪ {0} and x0 ∈ R
(N).

b) etA exists for each t ≥ 0 and it is upper-diagonal.
c) the function x(t) = etAx0 is the solution of the upper-diagonal problem:

ẋ(t) = Ax(t), x(0) = x0

for every x0 ∈ R
(N).

Corollary 4 Let A be upper-diagonal and x0 = (x0
1, . . . , x

0
n, 0, . . .)T ∈ R

(N).

Then etAx0 = etA(n)x0.

Proposition 10 Let A be an upper-diagonal matrix, x0 = (x0
1, . . . , x

0
n, 0, . . .)T ∈

R
(N) and G(n)(t) = etA(n)x0. Then for all t ≥ 0 and n > 0 we have the following:

a) the series G(n)(t) is convergent and lim
n→∞

G(n)(t) = etAx0.

b) the function t 7→ Πn

(

G(n)(t)
)

is the unique analytic solution of the n-
dimensional problem:

ż(t) = A[n]z(t), z(0) = (x0
1, x

0
2, . . . , x

0
n)T .
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Example 1 Let A be the upper-diagonal matrix of the following form:

A =











0 1 0 0 0 . . .

0 0 1 0 0 . . .

0 0 0 1 0 . . .
...

...
...

. . .
. . .

. . .











.

Then the exponential matrix exists and:

etA =











1 t t2

2!
t3

3! . . .

0 1 t t2

2! . . .

0 0 1 t . . .
...

...
. . .

. . .
. . .











. (2)

Now let us consider the upper-diagonal initial value problem ẋi = xi+1, i ∈ N,
and x0 = (x0

1, x
0
2, . . . , x

0
n, 0, . . .) ∈ R

(N). Then the corresponding solution is
analytic, unique and has the following form:

x(t)=























x0
1 + x0

2t + · · · + x0
n

tn−1

s!

x0
2 + · · · + x0

n
tn−1

n!
...

x0
n

0
...























=etAx0 ∈ R
(N), where etA has the form (2)

and for x0 ∈ R
(N): etAx0 = etA(n)x0.

3. Lower-diagonal systems and controllability

By a lower-diagonal system we mean the dynamical system ẋ(t) = Ax(t), where
A is an infinite lower-diagonal matrix. Lower-diagonal systems are the only
ones, for which most facts known for finite systems hold true. In particular, for
every x0 ∈ R

N the initial value problem ẋ(t) = Ax(t), x(0) = x0 has the unique
solution x(t) = etAx0, by Proposition 7.

Let us consider the control system

(Λ) : ẋ(t) = Ax(t) + bu(t), x(0) = x0 ∈ R
N, (3)

where A is a lower-diagonal infinite matrix from R
N ×R

N and b ∈ R
N. The con-

trols u(·) are assumed to be real-valued, locally Lebesgue-integrable functions.

Proposition 11 For any x0 ∈ R
N the trajectory of the system (Λ) correspond-

ing to the initial condition x(0) = x0 and the control u exists and has the form:

γ(t, x0, u) = etAx0 +
t
∫

0

e(t−τ)Abu(τ)dτ .
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Proof. We shall show that for each i ∈ N:
(

d
dt

γ(t, x0, u)
)

i
= Aiγ(t, x0, u)+biu(t),

where the subscript i denotes the i-th coordinate. Similarly as in the proof
of Proposition 7 we have that

(

d
dt

etAb
)

i
= Aie

tAb =
(

AetAb
)

i
. Additionally

(

d
dt

t
∫

0

e(t−τ)Abu(τ)dτ

)

i

= d
dt

t
∫

0

(

e(t−τ)Ab
)

i
u(τ)dτ = biu(t)+Ai

t
∫

0

e(t−τ)Abu(τ)dτ.

Hence ∀ (i ∈ N) :
(

d
dt

γ(t, x0, u)
)

i
= Ai

(

etAx0 +
t
∫

0

e(t−τ)Abu(τ)dτ

)

+ biu(t).

Definition 3 Let {Λn}n∈N be the sequence of the following systems

(Λn) : ẋ(t) = A(n)x(t) + bnu(t), x(0) = x0 ∈ R
N, (4)

where A(n) is the infinite matrix derived from the matrix A of the system (Λ)
and bn is obtained from the column b of (Λ). By Fn(·, x0, u) we denote the
solution of the system (Λn) corresponding to the initial condition x(0) = x0 and
the control u.

Let us consider the sequence {Fn(·, x0, u)}n∈N, where Fn(t, x0, u) = etA(n)x0+
t
∫

0

e(t−τ)A(n)bnu(τ)dτ. By definitions of A(n) and bn we have that for all n :

Fn(t, x0, u) ∈ R
(N). From Proposition 8 we get the following:

Proposition 12 Let γ(·, x0, u) be the solution of the initial value problem (3).
Then for all t ≥ 0 : γ(t, x0, u) = lim

n→∞
Fn(t, x0, u).

Definition 4 By ℜt(0) we denote the attainable set in time t ≥ 0 from the
initial state x(0) = 0, i.e.

ℜt(0) = {x ∈ R
N : x =

t
∫

0

e(t−τ)Abu(τ)dτ, u ∈ L1 ([0, t], R)}. (5)

Remark 1 Let 0 ≤ t1 ≤ t2. Then ℜt1(0) ⊆ ℜt2(0).

Definition 5 Let Y be a linear subspace of R
N. The system (Λ) is said to

be approximately controllable from the origin in time t on Y if Y ⊆ ℜt(0). The
system (Λ) is said to be exactly controllable from the origin in time t on Y if
Y ⊆ ℜt(0).

The system (Λ) is said to be globally approximately controllable from the
origin in time t if ℜt(0) = R

N. The system (Λ) is said to be globally exactly
controllable from the origin in time t if ℜt(0) = R

N.

The system (Λ) is said to be globally approximately controllable from the
origin in finite time if there is t > 0 such that (Λ) is globally approximately
controllable from the origin in time t.
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Let Pt : L1 ([0, t], R) → R
N be the operator associated with (3), given by

the formula:

Ptu =

t
∫

0

e(t−τ)Abu(τ)dτ (6)

and defined for arbitrary, but fixed, t > 0. Then ℜt(0) = im Pt.

Proposition 13 For all t > 0 the mapping Pt is linear and continuous.

Proof. The linearity is obvious. To prove continuity let us first observe that for

each k ∈ N: ||Ptu||k = ||
t
∫

0

e(t−τ)A[k]Πk(b)u(τ)dτ ||R
k

, from Corollary 3.

As the function τ 7→ e(t−τ)A[k]Πk(b) is of class L∞ on [0, t], the operators u 7→
t
∫

0

e(t−τ)A[k]Πk(b)u(τ)dτ ∈ R
k are continuous, by Kantorovich, Akilov (1982).

Hence for (un)n∈N such that lim
n→∞

un = 0, we have that lim
n→∞

||Ptun||k = 0.

From Proposition 2 we get that lim
n→∞

Ptun = 0. So, Pt is continuous.

Proposition 14 The operator Pt is compact.

Proof. As the proof is similar to the proof presented in Triggiani (1975), where
Banach spaces were used, we give only its sketch.

First, it is proved that Pt is compact for L∞-controls. For this we need the
relative compactness in R

N of the set: M =
⋃

0≤τ≤t

⋃

|u(τ)|≤1

{e(t−τ)Abu(τ)}, where

u(·) is any measurable control function. This can be shown as in Lemma 2.1 in
Triggiani (1975). As the image of Pt is now a subset of a Fréchet space, instead
of the Mazur’s theorem (used for Banach spaces) we can apply the fact that if
the convex hull of a relatively compact set in a locally convex space is relatively
compact, then the closed convex hull of it is compact.

In the next step, using the integration by parts formula and the properties
of the lower-diagonal matrix A and its exponential matrix, it is proved that Pt

is compact for L1-controls.

Proposition 15 The dynamical system (Λ) is not globally exactly controllable
from the origin in any finite time t ≥ 0.

Proof. Let Bn := {u ∈ L1 :
t
∫

0

|u(τ)|dt < n} and Pt (Bn) be the image of Bn

under the operator Pt. Then by Proposition 14 the set Pt (Bn) is a relatively
compact set in R

N, so it is nowhere dense in R
N by Corollary 1. Hence by the

Baire category theorem, Kelley (1955), we have that R
N 6=

∞
⋃

n=1

Pt (Bn).
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As ℜt(0) ⊆
∞
⋃

n=1
Pt (Bn) , so (Λ) is not globally exactly controllable from the

origin in any finite time t ≥ 0 (t in the proof is arbitrary).

Example 2 Let

(Λ) :































ẋ1 = u

ẋ2 = x1

...
ẋn = xn−1

...

Then (Λ) is not globally exactly controllable from the origin in finite time (by
Proposition 15), but for each n ∈ N the corresponding (Λn) is exactly control-
lable from the origin in any time t > 0 on Yn = {x ∈ R

N : ∀ k > n, xk = 0}.
This follows from the controllability notion for finite-dimensional systems. Now
we show that (Λ) is globally approximately controllable. Let x̃ ∈ R

N. Firstly let
us notice that for each k ∈ N there is a control function uk(·) such that for all
n ∈ N : Πk(Fn(t, 0, uk)) = x̃k.

Now let us consider the sequence
(

x(k)
)

k∈N
, where x(k) = γ(t, 0, uk) =

lim
n→∞

Fn(t, 0, uk). Then lim
k→∞

x(k) = x̃. The convergence follows from Proposi-

tion 2.

Proposition 16 For all t > 0 : ℜt(0) = span{b, Ab, . . .}.

Proof. To show equality of closed spaces in R
N it is enough to show that they

are annihilated by the same vectors from R
(N).

Let t0 > 0 and v ∈ R
(N). Assume that vTℜt0(0) = 0. Then, by Remark 1,

for every 0 ≤ t ≤ t0 : vTℜt(0) = 0 and so vT γ(t, 0, u) = 0 for each u. Let

us take u ≡ 1. Then for every 0 ≤ t ≤ t0:
∫ t

0
vT e(t−τ)Abdτ = 0. Hence

dk

dtk |t=0

∫ t

0 vT e(t−τ)Abdτ = 0. Therefore for all k ≥ 0 : vT Akb = 0. So we have

vT span{b, Ab, . . .} = 0.

Now, let v ∈ R
(N) be such that vT span{b, Ab, . . .} = 0. Then,

vT

(

lim
n→∞

n
∑

k=0

Akb
tk

k!

)

= 0 for all t ≥ 0.

Hence vT
∑∞

k=0 Akb tk

k! = 0, i.e. vT etAb = 0. Since γ(t, 0, u) =
∫ t

0 e(t−τ)Abu(τ)dτ ,

then ∀ t ≥ 0, vT γ(t, 0, u) = 0. This implies vTℜt(0) = 0 for all t ≥ 0.

Proposition 17 The system (Λ) is globally approximately controllable in finite
time if and only if (for v ∈ R

(N) : vT (b, Ab, A2b, . . .) = 0 ⇒ v = 0).
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Proof. Λ is globally approximately controllable in finite time iff there is t > 0
such that (Λ) is globally approximately controllable in time t. From Propo-
sition 16 this is equivalent to the condition span{b, Ab, . . .} = R

N. This means
that for v ∈ R

(N) : vT span{b, Ab, . . .} = 0 ⇐⇒ v = 0. Hence, from Proposition 4,
this is equivalent to vT {b, Ab, . . .} = 0 ⇐⇒ v = 0.

Proposition 18 (Λ) is globally approximately controllable in finite time if and
only if

∀n ∈ N rank
(

b, Ab, . . . , An−1b
)

n
= n.

Proof. Let (Λ) be not globally approximately controllable. Then, from Propo-
sition 17 there is v 6= 0, v ∈ R

(N), such that vT (b, Ab, A2b, . . .) = 0. Let
vT = (v1, . . . , vn, 0 . . .). Then vT (b, Ab, A2b, . . .) = vT (b, Ab, A2b, . . .)n = 0.

Since A is lower-diagonal, from Remark 2, vT (bn, A(n)bn, A2
(n)bn, . . .) = 0. Then

rank(bn, A(n)bn, A2
(n)bn, . . .) < n. Hence also

rank(bn, A(n)bn, A2
(n)bn, . . . , An−1

(n) bn) < n and rank
(

b, Ab, . . . , An−1b
)

(n)
< n.

Let now rank
(

b, Ab, . . . , An−1b
)

(n)
< n. Using Proposition 5 c) we can

reverse all the above steps and get that (Λ) is not globally approximately con-
trollable.

Corollary 5 (Λ) is globally approximately controllable if and only if for all
n ∈ N the systems (Λn) are exactly controllable on Yn = {(x1, x2, . . . , xn, 0, . . .) :
xi ∈ R}.

Example 3 The system from Example 2 is globally approximately controllable
and the matrix

(

b, Ab, . . . ,
)

= E. Additionally, for any n ∈ N : (Λn) is exactly
controllable on Yn.

Remark 2 If for some system (Λ) rank(b, Ab, . . .) = ∞, this does not imply
that (Λ) is globally approximately controllable.

In the next proposition we formulate a sufficient condition of approximate
controllability for systems with lower-diagonal and column-finite matrix A. Re-
call that if A and b are column-finite, then also for every k ∈ N, Akb is column-
finite.

Proposition 19 Let (Λ) be the system with lower-diagonal column finite ma-
trices and let:

∀n ∈ N ∃k ∈ N∪ {0} : rank
(

b, Ab, . . .Akb
)

= rank
(

b, Ab, . . .Akb, en

)

, (7)

where en denotes the infinite column with 1 at the n-th position. Then (Λ) is
globally approximately controllable from the origin in finite time.
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Proof. The condition (7) means that R
(N) ⊆ span{b, Ab, . . .}. Then from Propo-

sition 16, (Λ) is globally approximately controllable.

Now we give an example that shows why the condition in Proposition 19 is
only sufficient.

Example 4 Let (Λ) :







ẋ1 = u

ẋ2 = x1 + u

ẋk = xk−1, k ≥ 3

Then (b, Ab, . . .) =





















1 0 0 . . .

1 1 0
. . .

0 1 1
. . .

0 0 1
. . .

0 0 0
. . .





















and (Λ) is globally approximately con-

trollable, from Proposition 18. But the condition (7) is not satisfied.

4. Row-finite systems and observability

If A is row–finite and is not lower diagonal, we can lose uniqueness of smooth
solutions and eAt may not exist.

Let A be row-finite. Then Akx0 exists for all x0 ∈ R
N. Let (Ak)i be the i-th

row of the row-finite matrix Ak. Then the value of (Ak)ix
0 is a finite sum for

each x0 ∈ R
N. However the series Γx0,A :=

∞
∑

k=0

tk

k! A
kx0 may not be convergent

as in Example 5 below.

Proposition 20 Let A be a row–finite matrix. Then for all x0 ∈ R
N the initial

value problem ẋ(t) = Ax(t), x0 ∈ R
N has the unique formal solution given by

the formal power series Γx0,A =
∑∞

k=0
tk

k! A
kx0.

Proof. Observe that d
dt

Γx0,A =
∑∞

k=0
tk

k! A
k+1x0 = AΓx0,A.

If Γx0,A is convergent then we have an analytic solution. The discussion
of existence and uniqueness of solutions of the initial value problem (1) in the
case when A is row-finite can be found, e.g., in Deimling (1977). We recall
Theorem 6.2 of Deimling (1977).

Proposition 21 Let A = (aij)i,j∈N. Assume that there exists a sequence (Sn)n∈N

of finite subsets of N such that for each n ∈ N : Sn ⊂ Sn+1,
∑

i∈N
Sn = N

and {j ∈ N : aij 6= 0} ⊂ Sn for i ∈ Sn. Then the initial value problem:
ẋ(t) = Ax(t) + b, x(0) = x0 has a unique solution. Otherwise, the problem (1)
has infinitely many solutions.
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Example 5 Let dxi

dt
(t) = xi+1(t), i ∈ N and x(0) = x0 = (c1, c2, . . .) ∈ R

N. The

formal solution can be written in the following way:
{

∑∞
k=0 ci+k

tk

k! ,
}

i∈N

. On

the other hand a smooth solution is produced by an arbitrary smooth function

ϕ = ϕ(t) such that dkϕ
dtk (0) = ck+1, k = 0, 1, 2, . . . , and xk(t) = dkϕ

dtk (t), k =
0, 1, 2, . . . . Since there are infinitely many such functions (they differ by “flat”
functions with all derivatives at t = 0 equal 0), we have infinitely many smooth
solutions. In spite of that the product etAx0 may not exist as etA is not row-
finite. Observe that the condition of Proposition 21 does not hold.

Now we formulate observability conditions for systems with outputs that
are described by row-finite matrices. The most part of this material was proved
in Bartosiewicz, Mozyrska (2005).

We are concerned with the system with output:

(Σ) :
ẋ(t) = Ax(t)
y(t) = Cx(t),

(8)

where x : [0,∞) → R
N, y : [0,∞) → R

r, and A ∈ R
N×N and C ∈ R

r×N are
row–finite. Let x0 ∈ R

N. Given a formal solution Γx0,A of the dynamical part
of the system and corresponding to the initial condition x0 we define the formal
output: Yx0 = CΓx0,A.

Definition 6 We say that x1, x2 ∈ R
N are indistinguishable (with respect to

(Σ)) if Yx1 = Yx2 . Otherwise x1, x2 are distinguishable. We say that the system
(Σ) is observable if any two distinct points are distinguishable.

Let Y be a linear subspace of R
N. We say that (Σ) is observable on Y if two

different points from Y are distinguishable.

Proposition 22 (Bartosiewicz, Mozyrska 2005) The points x1, x2 ∈ R
N are

indistinguishable iff for all k ∈ N ∪ {0} : CAkx1 = CAkx2.

Let D =





C

CA
...



 and D(x) = Dx,D : R
N → R

N. From Proposition 22 we

get a similar characterization of observability as in the finite-dimensional case.

Proposition 23 (Bartosiewicz, Mozyrska 2005)
a) (Σ) is observable ⇐⇒ D is injective.
b) (Σ) is observable on Y ⇐⇒ D|Y is injective.

Corollary 6 (Bartosiewicz, Mozyrska, 2005) System (Σ) is observable if and
only if ∀ n ∈ N ∃k ∈ N ∪ {0} :

rank





C
...

CAk



 = rank









C
...

CAk

eT
n









,

where eT
n denotes the infinite row with 1 at the n-th position.
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Since the rows of D correspond to derivatives of the output, one can charac-
terize observability as the possibility to compute every state variable as a linear
combination of finitely many outputs and their derivatives.

Example 6

a) The system

{

ẋi = xi+1, i ∈ N

y = x1,
, x ∈ R

N,

is observable.

b) The system

{

ẋi = xi+1, i ∈ N

y = x1 + x2,
, x ∈ R

N,

is not observable, because the mapping D : R
N → R

N, where Dx = Dx and

D =









1 1 0 0 0 . . .

0 1 1 0 0 . . .

0 0 1 1 0 . . .
...

...
. . .

. . .
. . .

. . .









, does not distinguish points (0, 0, ...) and

(1,−1, 1,−1, . . .). But if we consider D|R(N) = D̃ : R
(N) → R

(N), then we get an
injective mapping. Hence every of two finite sequences are distinguishable and
the system is observable on R

(N).

Proposition 24 The system (Σ) is observable on R
(N) if and only if

∀n ∈ N ∃k ∈ N ∪ {0} : rank





C
...

CAk





n|

= n. (9)

Proof. Let n ∈ N be such that for all k ∈ N : rank





C
...

CAk





n|

< n. This

is equivalent to rank Dn| = rank











C
...

CAk

...











n|

< n. This means that there is

v 6= 0 and v = (v1, v2, . . . , vn, 0, . . .)T such that Dn|v = 0, which is equivalent

to Dv = 0. This holds if and only if (Σ) is not observable on R
(N).

Let us observe that the system from Example 6 b) satisfies the condition (9).

5. Upper-diagonal systems and dualities

Let us consider the system with output:

(Σup) :
ẋ(t) = Ax(t)
y(t) = cx(t),

(10)
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on the space X = R
(N) and y : [0,∞) → R. Assume that the matrix A ∈ R

N×N

is upper-diagonal and cT ∈ R
(N) so c is row-finite. Let x0 ∈ R

(N). Then the
corresponding output is well defined and y(t) = cetAx0, t ≥ 0. The definition
of observability is similar to that given by the second part of Definition 6 but
now we use analytic solutions corresponding to initial conditions from the space
R

(N).

Definition 7 We say that x1, x2 ∈ R
(N) are indistinguishable (with respect

to (Σup)) if for all t ≥ 0 : cetAx1 = cetAx2. Otherwise x1, x2 ∈ R
(N) are dis-

tinguishable. We say that the system (Σup) is observable if every two distinct
points x1, x2 ∈ R

(N) are distinguishable.

Remark 3 The system Σup is observable if and only if for all x0 ∈ R
(N) cetAx0 =

0 ⇒ x0 = 0.

Proposition 25 The system (Σup) given by (10) is observable if and only if

∀n ∈ N rank









c

cA
...
cAn−1









n|

= n.

Proof. Let (Σup) be not observable. Then there is v = (v1, v2, . . . , vn, 0, . . .)T ∈
R

(N), v 6= 0, such that cetAv = 0. From Corollary 4: cetAv = cetA(n)v and for

k ≥ 0 : dk

dtk |t=0
cetA(n)v = cAk

(n)v = 0. As A is upper-diagonal then cAk
(n) =

cn|A
k
(n) = (cAk)n|. Hence









c

cA
...
cAn−1









n|

v = 0 so rank









c

cA
...
cAn−1









n|

< n.

On the other hand, if n ∈ N is such that rank









c

cA
...
cAn−1









n|

< n, then

there is v = (v1, v2, . . . , vn, 0, . . .)T ∈ R
(N), v 6= 0, such that for every t ≥ 0 :

ceA(n)tv = 0. Since cetAv = cetA(n)v, the points x1 = v and x2 = 0 are indistin-
guishable. Hence (Σup) is not observable.

Observe that the conditions in Propositions 25 and 24 are similar. However
the assumptions about the systems are different and the concepts of observability
differ as well.

Now we shall consider the transpose AT of the matrix A. Then
a) AT is upper-diagonal if A is lower-diagonal,
b) AT is lower-diagonal and column-finite if A is upper-diagonal and row-finite.

From Propositions 18 and 25 we have the following
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Proposition 26 Let (Λ) be the system with lower-diagonal matrix A and column-
finite b: ẋ(t) = Ax(t) + bu(t), x(t) ∈ R

N. The system (Λ) is globally approxi-
mately controllable from the origin in finite time if and only if the system:

ż(t) = AT z(t),

y(t) = bT z(t), z(t) ∈ R
(N)

is observable (on R
(N)).

From Propositions 19 and Corollary 6 we have the next proposition.

Proposition 27 Let (Σ) be the system with the upper-diagonal and row-finite
matrix A and c being row-finite:

ẋ(t) = Ax(t)

y(t) = cx(t).

If the system (Σ) is observable on R
N, then the system:

ż(t) = AT z(t) + cT u(t),

is globally approximately controllable from the origin in finite time.

The Proposition 27 cannot be reversed on the whole space R
N. Indeed the

system from Example 4 is globally approximately controllable, but the corre-
sponding system (Σ) from Example 6 point b) is not observable on R

N.

Example 7 Let the system (Σ) be in the following form

ẋ2n−1 = x2n − x2n+2 − x2n+3

ẋ2n = x2n+1 + x2n+3 + x2n+4 + x2n+5

y = x1 + x2 + x3 .

, n ∈ N

Then the matrix D =





C

CA
...



 =













1 1 1 0 0 0 . . .

0 1 1 0 0 0 . . .

0 0 1 1 1 0 . . .

0 0 0 1 1 0 . . .
...

...
...

...
. . .

. . .
. . .













and from

Corollary 6 (Σ) is observable on R
N.

Let us consider (ΣT ) : ż(t) = AT z(t) + bu(t), which is described by lower-
diagonal and column-finite matrix AT with the vector b = cT being a finite
column. Then the matrix

(

b, AT b, . . .
)

= DT and (ΣT ) is globally approximately
controllable in finite time.
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