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1. Introduction

In positive systems inputs, state variables and outputs take only non-negative
values. Examples of positive systems are industrial processes involving chemical
reactors, heat exchangers and distillation columns, storage systems, compart-
mental systems, water and atmospheric pollution models. A variety of models
having positive linear behavior can be found in engineering, management sci-
ence, economics, social sciences, biology and medicine, etc.

Positive linear systems are defined on cones and not on linear spaces. There-
fore, the theory of positive systems in more complicated and less advanced. An
overview of state of the art in positive systems theory is given in the monographs
of Farina and Rinaldi (2000) and Kaczorek (2001). The realization problem for
positive linear systems without and with time delays has been considered in
Benvenuti and Farina (2004), Kaczorek (2001, 2004, 2006a,b, 2007b).

The reachability, controllability to zero and observability of dynamical sys-
tems have been considered in Klamka (1991). The reachability and minimum
energy control of positive linear discrete-time systems have been considered in
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Busłowicz and Kaczorek (2004). The controllability and observability of Lya-
punov systems have been investigated by Murty and Apparao (2005). The
positive discrete-time and continuous-time Lyapunov systems have been consid-
ered in Kaczorek (2007b), Kaczorek and Przyborowski (2007a). The positive
linear time-varying Lyapunov systems have been investigated in Kaczorek and
Przyborowski (2007c). The Lyapunov cone systems have been considered in
Kaczorek and Przyborowski (2007b).

In this paper, the new necessary and sufficient conditions for the reachability,
controllability to zero and observability of the positive discrete-time Lyapunov
systems will be established, the notion of the dual positive Lyapunov system will
be introduced and the relationship between the reachability and observability
will be given. The considerations will be illustrated with numerical examples.

2. Preliminaries

Let Rn×m be the set of real n × m matrices with and Rn = Rn×1. The set of
real n×m matrices with nonnegative entries will be denoted by Rn×m

+ . The set
of nonnegative integers will be denoted by Z+.

Consider the discrete-time linear Lyapunov system (Kaczorek, 2007b) de-
scribed by the equations:

Xi+1 = A0Xi + XiA1 + BUi (1a)

Yi = CXi + DUi (1b)

where Xi ∈ Rn×n is the state-space matrix, Ui ∈ Rm×n is the input matrix,
Yi ∈ Rp×n is the output matrix, A0, A1 ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n,
D ∈ Rp×m, i ∈ Z+.

The solution of the equation (1a) satisfying the initial condition X0 is given
by (Kaczorek, 2007b):

Xi =

i
∑

k=0

i!

k!(i − k)!
Ak

0X0A
i−k
1 +

i−1
∑

j=0

j
∑

k=0

j!

k!(j − k)!
Ak

0BUi−j−1A
j−k
1 , i ∈ Z+. (2)

Definition 1 The Kronecker product A⊗B of the matrices A = [aij ] ∈ Rm×n

and B ∈ Rp×q is the block matrix (Kaczorek, 1998):

A ⊗ B = [aijB] i = 1, ..., m
j = 1, ..., n

∈ Rmp×nq . (3)

Lemma 1 Let us consider the equation:

AXB = C (4)

where: A ∈ Rm×n, B ∈ Rq×p, C ∈ Rm×p, X ∈ Rn×q.
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Equation 4 is equivalent to the following one:

(A ⊗ BT )x = c (5)

where: x :=
[

x1 x2 . . . xn

]T
, c :=

[

c1 c2 . . . cm

]T
, and xi and ci

are the i-th rows of the matrices X and C, respectively.

Proof. See Kaczorek (1998).

Lemma 2 The Lyapunov system (1) can be transformed to the equivalent stan-
dard discrete-time, nm-inputs and pn-outputs, linear system in the form:

x̄i+1 = Āx̄i + B̄ūi (6a)

ȳi = C̄x̄i + D̄ūi (6b)

where x̄i ∈ Rn2

is the state-space vector, ūi ∈ R(nm) is the input vector, ȳi ∈

R(pn) is the output vector, Ā ∈ Rn2xn2

, B̄ ∈ Rn2
×(nm), C̄ ∈ R(pn)×n2

, D̄ ∈

R(pn)×(nm).

Proof. The transformation is based on Lemma 1. The matrices X, U, Y are
transformed to the vectors:

x̃ =
[

X1 X2 . . . Xn

]T
, ũ =

[

U1 U2 . . . Um

]T
,

ỹ =
[

Y1 Y2 . . . Yp

]T

where Xi, Ui, Yi denote the i-th rows of the matrices X , U , Y , respectively.
The matrices of (6) are:

Ā = (A0 ⊗ In + In ⊗ AT
1 ) B̄ = B ⊗ In

C̄ = C ⊗ In , D̄ = D ⊗ In .
(7)

Definition 2 The Lyapunov system 1 is called (internally) positive if and
only if Xi ∈ Rn×n

+ and Yi ∈ R
p×n
+ for any X0 ∈ Rn×n

+ and for every input
Ui ∈ Rm×n

+ , i ∈ Z+.

Lemma 3 The Lyapunov system (1) is positive if and only if:

A0, A1 ∈ Rn×n
+ , B ∈ Rn×m

+ , C ∈ R
p×n
+ , D ∈ R

p×m
+ . (8)

Proof. See Kaczorek (2007b).

3. Reachability

Definition 3 The positive Lyapunov system (1) is called reachable if for any
given Xf ∈ Rn×n

+ there exists q ∈ Z+, q > 0 and an input sequence Ui ∈ Rn×m
+ ,

i = 0, 1, . . . , q − 1 that steers the state of the system from X0 = 0 to Xf , i.e.
Xq = Xf .
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Theorem 1 The positive system (1) is reachable:

a) For A1 satisfying the condition XA1 = A1X, i.e. A1 = aIn, a ∈ R, if and
only if the matrix

Rn =
[

B Ā0B . . . Ān−1
0 B

]

(9)

contains n linearly independent monomial columns, Ā0 = A0 + A1.

b) For A1 6= aIn, a ∈ R, if and only if the matrix B contains n linearly inde-
pendent monomial columns.

Proof. From Kaczorek (2007b) it follows that positive Lyapunov system is reach-
able if and only if the matrix:

Rn2 = [B⊗In, (A0⊗In+In⊗AT
1 )(B⊗In) , . . . , (A0⊗In+In⊗AT

1 )n2
−1(B⊗In)]

(10)

contains n2 linearly independent monomial columns.
The following three cases will be considered:

a) For A1 satisfying the condition XA1 = A1X , i.e. A1 = aIn, a ∈ R, ma-
trix (10) has the form:

Rn2 = [B ⊗ In, (A0 ⊗ In)(B ⊗ In), . . . , (Ā0 ⊗ In)n2
−1(B ⊗ In)]

= [B ⊗ In, (Ā0B ⊗ In), . . . , (Ān2
−1

0 B ⊗ In)]

= [B, Ā0B, . . . , Ān2
−1

0 B] ⊗ In.

This matrix contains n2 linearly independent monomial columns if and only if
the matrix:

Rn =
[

B, Ā0B, . . . , Ān−1
0 B

]

contains n linearly independent monomial columns.

b) For A0 = aIn, A1 6= bIn, a, b ∈ R the matrix 10 has the form:

Rn2 = [B ⊗ In, (In ⊗ AT
1 )(B ⊗ In), . . . , (In ⊗ AT

1 )n2
−1(B ⊗ In)]

= [B ⊗ In, (B ⊗ AT
1 ), . . . , (B ⊗ (AT

1 )n2
−1)].

If B contains n linearly independent monomial columns then the matrix
Rn2 contains n2 linearly independent monomial columns, and the system is
reachable. If B contains r < n linearly independent monomial columns, then
(B ⊗ In) contains r · n linearly independent monomial columns and each of

matrices (B ⊗ AT
1 ) , . . . , (B ⊗ (AT

1 )n2
−1) contains not more than r · n linearly

independent monomial columns, but they are linearly dependent with monomial
columns of the matrix (B ⊗ In). Therefore, the matrix Rn2 contains less than
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n2 linearly independent monomial columns, and the system is not reachable. In
this case the system is reachable if and only if the matrix B contains n linearly
independent monomial columns.

c) For A0 6= aIn, A1 6= bIn, a, b ∈ R the matrix 10 has the form:

Rn2 = [B ⊗ In, (A0B ⊗ In + B ⊗ AT
1 ),

(A2
0B ⊗ In + 2A0B ⊗ AT

1 + B ⊗ (AT
1 )2), . . .

. . . , (A0 ⊗ In + In ⊗ AT
1 )n2

−1(B ⊗ In)].

The block elements of the matrix Rn2 are equal to:

Rn2(1, k) =

k−1
∑

i=0

(

k − 1
i

)

Ai
0B ⊗ (AT

1 )k−1−i, for k = 1, . . . , n2.

If B contains n linearly independent monomial columns then matrix Rn2

contains n2 linearly independent monomial columns, and the system is reach-
able. If B contains r < n linearly independent monomial columns then (B⊗ In)
contains r · n linearly independent monomial columns and each of matrices
Rn2(1, k), for k = 2, . . . , n2 contains not more than r · n linearly independent
monomial columns, but they are linearly dependent with monomial columns of
the matrix (B ⊗ In). Therefore, the matrix Rn2 contains less than n2 linearly
independent monomial columns, and the system is not reachable. Thus, in this
case the system is reachable if and only if the matrix B contains n linearly
independent monomial columns.

Example 1 Consider the positive Lyapunov system (1) with:

A0 =

[

1 1
0 2

]

, A1 =

[

1 0
0 3

]

, B =

[

1 0
0 2

]

.

In this case n = 2 and the system is reachable, since B contains two linearly
independent monomial columns.

The matrices of the equivalent standard system have the form

Ā =









2 0 1 0
0 4 0 1
0 0 3 0
0 0 0 3









, B̄ =









1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2









and the reachability matrix

R4 =









1 0 0 0 2 0 2 0 4 0 10 0 8 0 38 0
0 1 0 0 0 4 0 2 0 16 0 18 0 64 0 122
0 0 2 0 0 0 6 0 0 0 18 0 0 0 54 0
0 0 0 2 0 0 0 10 0 0 0 50 0 0 0 250








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contains 4 = n̄ = n2 linearly independent monomial columns. Therefore the
system is reachable.

Example 2 Consider the positive Lyapunov system (1) with:

A0 =

[

1 1
0 2

]

, A1 =

[

1 0
0 3

]

, B =

[

1
0

]

.

In this case n = 2 and the system is not reachable, since B contains only 1 < n

linearly independent monomial column.
The matrices of the equivalent standard system have the form

Ā =









2 0 1 0
0 4 0 1
0 0 3 0
0 0 0 3









, B̄ =









1 0
0 1
0 0
0 0









and the reachability matrix

R4 =









1 0 2 0 4 0 8 0
0 1 0 4 0 16 0 64
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0









contains 2 < n̄ = n2 linearly independent monomial columns. Therefore the
system is not reachable.

4. Controllability to zero

Definition 4 The positive Lyapunov system (1) is called controllable to zero
if for any given nonzero X0 ∈ Rn×n

+ there exists q ∈ Z+, q > 0 and an input
sequence Ui ∈ Rn×m

+ , i = 0, 1, . . . , q − 1 that steers the state of the system from
X0 to Xf = 0, i.e. Xq = 0.

Theorem 2 The positive Lyapunov system (1) is controllable to zero:
a) in a finite number of steps (not greater than n2) if and only if the matrix Ā

is nilpotent, i.e. has all zero eigenvalues.
b) in an infinite number of steps if and only if the system is asymptotically
stable.

Proof. From the equivalence of the systems (1) and (6) it follows that the po-
sitive Lyapunov system (1) is controllable to zero if and only if the pair (Ā, B̄)
(defined in (7)) is controllable to zero.

For the equivalent system described by the equation (6a) we have:

Ān2

x̄0 = −
[

B̄ ĀB̄ . . . Ān2
−1B̄

]











ūn2
−1

ūn2
−2

...
ū0











. (11)
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For ūi = 0, i = 0, 1, . . . , n2−1 the equation (11) is satisfied if and only if the
matrix Ā is nilpotent. Thus, the positive Lyapunov system (1) is controllable
to zero in a finite number of steps if and only if the matrix Ā is nilpotent.

In case (b) the equation (11) may be satisfied for ūi = 0, i ∈ Z+ only if

lim Āix̄0 = 0 for every x̄0 ∈ Rn2

+ , that is—when the system is asymptotically
stable.

From the theorem we have the following important corollary.

Corollary 1 The positive Lyapunov system (1) is controllable to zero only if
it is asymptotically stable.

Example 3 Consider the positive Lyapunov system (1) with:

A0 =

[

0 1
0 0

]

, A1 =

[

0 0
2 0

]

. (12)

In this case n = 2 and the matrix

Ā = (A0 ⊗ In + In ⊗ AT
1 ) =









0 2 1 0
0 0 0 1
0 0 0 2
0 0 0 0









is nilpotent, since Ā3 = 0. Therefore, the system is controllable to zero in three
steps from every X0 6= 0 with zero inputs.

Lemma 4 If the matrices A0 and A1 are nilpotent then the matrix Ā is also
nilpotent with the nilpotency index vĀ ≤ 2n.

Proof. By induction it is easy to show that:

Ā2n = (A0 ⊗ In + In ⊗ AT
1 )2n

=

2n−1
∑

i=1

(2n)!

i!(2n− i)!
A2n−i

0 ⊗ Ai
1 + A2n

0 ⊗ In + In ⊗ (AT
1 )2n. (13)

Taking into account the fact that if A0 and A1 are nilpotent then An
0 = 0 and

(AT
1 )n = 0 and from (13) we have Ā2n = 0.

Theorem 3 If the matrices A0 and A1 are nilpotent then the positive system (1)
is controllable to zero in number of steps equal to vĀ ≤ 2n.

Proof. The proof follows immediately from Theorem 1 and Lemma 4. For the
matrices (12) and vĀ = 3 the hypothesis of Theorem 2 holds.
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5. Observability

Definition 5 The positive Lyapunov system (1) is called observable in q-steps,
if X0 can be uniquely determined from the knowledge of the output in the q

following time instants: Y0, Y1, . . . , Yq−1, generated by initial instant X0 ∈ Rn×n
+

and Ui = 0, i ∈ Z+.

Definition 6 The positive Lyapunov system (1) is called observable if there
exists a natural number q ≥ 1, such that the system is observable in q-steps.

Theorem 4 The positive system (1) is observable if and only if:

a) For A1 satisfying the condition XA1 = A1X, i.e. A1 = aIn, a ∈ R, if and
only if the matrix

On =











C

CĀ0

...
CĀn−1

0











(14)

contains n linearly independent monomial rows, Ā0 = A0 + A1.

b) For A1 6= aIn, a ∈ R, if and only if the matrix C contains n linearly inde-
pendent monomial rows.

Proof. The positive Lyapunov system is observable if and only if the equivalent
positive standard system (6) is observable, or equivalently the matrix:

On2 =











C ⊗ In

(C ⊗ In)(A0 ⊗ In + In ⊗ AT
1 )

...

(C ⊗ In)(A0 ⊗ In + In ⊗ AT
1 )n2

−1











(15)

contains n2 linearly independent monomial rows.

The following three cases will be considered:

a) For A1 satisfying the condition XA1 = A1X , i.e. A1 = aIn, a ∈ R, the
matrix (15) has the form:

On2 =











C ⊗ In

(C ⊗ In)(Ā0 ⊗ In)
...

(C ⊗ In)(Ā0 ⊗ In)n2
−1











=











C ⊗ In

(CĀ0 ⊗ In)
...

(CĀn2
−1

0 ⊗ In)











=











C

CĀ0

...
CĀn−1

0











⊗In.
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This matrix contains n2 linearly independent monomial rows if and only if the
matrix:

On =











C

CĀ0

...
CĀn−1

0











contains n linearly independent monomial rows, Ā0 = A0 + A1.

b) For A0 = aIn, A1 6= bIn, a, b ∈ R the matrix (15) has the form:

On2 =











C ⊗ In

(C ⊗ In)(In ⊗ AT
1 )

...

(C ⊗ In)(In ⊗ AT
1 )n2

−1











=











C ⊗ In

(C ⊗ AT
1 )

...

(C ⊗ (AT
1 )n2

−1)











.

If C contains n linearly independent monomial rows, then matrix On2 contains
n2 linearly independent monomial rows, and the system is observable. If C

contains r < n linearly independent monomial rows, then (C ⊗ In) contains r ·n

linearly independent monomial rows and each of matrices (C ⊗ AT
1 ), . . . , (C ⊗

(AT
1 )n2

−1) contains not more than r · n linearly independent monomial rows,
but they are linearly dependent with monomial rows of the matrix (C ⊗ In).
Therefore, matrix On2 contains less than n2 linearly independent monomial rows
and the system is not observable. Hence, in this case, the system is observable
if and only if the matrix C contains n linearly independent monomial rows.

c) For A0 6= aIn, A1 6= bIn, a, b ∈ R the matrix (15) has the form:

On2 =















C ⊗ In

(CA0 ⊗ In + C ⊗ AT
1 )

(CA2
0 ⊗ In + 2CA0 ⊗ AT

1 + C ⊗ (AT
1 )2)

...

(C ⊗ In)(A0 ⊗ In + In ⊗ AT
1 )n2

−1















.

The block elements of the matrix On2 are equal:

On2(k, 1) =

k−1
∑

i=0

(

k − 1
i

)

CAi
0 ⊗ (AT

1 )k−1−i, for k = 1, . . . , n2.

If C contains n linearly independent monomial rows, then matrix On2 contains
n2 linearly independent monomial rows, and the system is observable. If C

contains r < n linearly independent monomial rows , then (C ⊗ In) contains
r ·n linearly independent monomial columns and each of matrices On2(1, k), for
k = 2, . . . , n2 contains not more than r ·n linearly independent monomial rows,
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but they are linearly dependent with monomial rows of the matrix (C ⊗ In).
Therefore, matrix On2 contains less than n2 linearly independent monomial rows
and the system is not observable. Hence, in this case, the system is observable
if and only if the matrix C contains n linearly independent monomial rows.

Example 4 Consider the positive Lyapunov system (1) with:

A0 =

[

2 0
1 1

]

, A1 =

[

4 0
0 1

]

, C =

[

3 0
0 1

]

.

In this case n = 2, and the system is observable, since C contains two linearly
independent monomial rows.

The matrices of the equivalent standard system have the form

Ā =









6 0 1 0
0 3 0 1
1 0 5 0
0 1 0 2









, C̄ =









3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 1









and the observability matrix

O4 =

























































3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 1
18 0 0 0
0 9 0 0
1 0 5 0
0 1 0 2

108 0 0 0
0 27 0 0
11 0 25 0
0 5 0 4

648 0 0 0
0 81 0 0
91 0 125 0
0 19 0 8

























































contains 4 = n̄ = n2 linearly independent monomial rows. Therefore the system
is observable.

Example 5 Consider the positive Lyapunov system (1) with:

A0 =

[

1 1
0 2

]

, A1 =

[

1 0
0 3

]

, C =
[

0 1
]

.
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In this case n = 2, and the system is not observable, since C contains only 1 < n

linearly independent monomial row.

The matrices of the equivalent standard system have the form

Ā =









6 0 1 0
0 3 0 1
1 0 5 0
0 1 0 2









, C̄ =

[

0 0 1 0
0 0 0 1

]

and the observability matrix

O4 =

























0 0 1 0
0 0 0 1
1 0 5 0
0 1 0 2
11 0 25 0
0 5 0 4
91 0 125 0
0 19 0 8

























contains 2 < n̄ = n2 linearly independent monomial rows. Therefore the system
is not observable.

6. Dual positive Lyapunov system

Definition 7 The positive Lyapunov system described by the equations:

Xi+1 = AT
0 Xi + XiA

T
1 + CT Ui (16a)

Yi = BT Xi + DUi (16b)

is called the dual system of the positive system (1), with matrices A0, A1, B,
C, D, Xi, Ui, Yi the same as in the system (1).

Theorem 5 The positive Lyapunov system (1) is observable if and only if the
dual system is reachable.

Proof. The following two cases will be considered:

a) For A1 = 0 the positive system (1) is observable if and only if the matrix On

contains n linearly independent monomial rows. Upon transposing the matrix
On we obtain:

OT
n =

[

CT CT AT
0 . . . CT (AT

0 )n−1
]

that is, the reachability matrix Rn of the positive dual system (16). Therefore,
by Theorem 1, the positive system (1) is observable if and only if the positive
dual system is reachable.
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b) For A1 6= 0 the positive system (1) is observable if and only if matrix C con-
tains n linearly independent monomial rows; taking into account the fact that
CT is the matrix of the dual positive system, which contains n linearly indepen-
dent monomial columns, by Theorem 1, the positive system (1) is observable if
and only if the positive dual system is reachable.

7. Concluding remarks

New necessary and sufficient conditions for reachability (Theorem 1), control-
lability to zero (Theorem 2,3) and observability (Theorem 4) of the positive
discrete-time Lyapunov systems have been established. The notion of the dual
positive Lyapunov system has been introduced and the relationship between the
reachability and observability has been given (Theorem 5). The considerations
have been illustrated with numerical examples. Extension of these considera-
tions for positive continuous-time Lyapunov systems is an open problem.

The work was supported by the State Committee for Scientific Research of
Poland under grant No. 3T11A00628.
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