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Abstract: The paper presents a novel approach to Canonical
Correlation Analysis (CCA) applied to visible and thermal infrared
spectrum facial images. In the typical CCA framework biometri-
cal information is transformed from original feature space into the
space of canonical variates, and further processing takes place in
this space. Extracted features are maximally correlated in canonical
variates space, making it possible to expose, investigate and model
latent relationships between measured variables. In the paper the
CCA is implemented along two directions (along rows and columns
of pixel matrix of dimension M x N) using a cascade scheme. The
first stage of transformation proceeds along rows of data matrices.
Its results are reorganized by transposition. These reorganized ma-
trices are inputs to the second processing stage, namely basic CCA
procedure performed along the rows of reorganized matrices, result-
ing in fact in proceeding along the columns of input data matrix.
The so called cascading 2DCCA method also solves the Small Sam-
ple Size problem, because instead of the images of size M x N pixels
in fact we are using N images of size M X 1 pixels and M images
of size 1 x N pixels. In the paper several numerical experiments
performed on FERET and Equinox databases are presented.
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1. Introduction

The task of automatic human authentication and identification on the basis of
facial portraits is performed by a face recognition system, which in most cases
contains initial processing, face detection, feature extraction, and classification
or comparison stages. In the scientific literature face recognition systems are
classified into three categories (Zhao et al., 2000) based on the way they rep-
resent and use face information, namely as: 3D models of frontal part of head
(Scheenstra et al., 2005), anthropometric face parameters like graph models
(Pentland, 2000) and elastic 2D face models (Lanitis, 1997), and finally, certain
set of primitive features (physical or mathematical), mainly distances and an-
gles (Kompanets et al., 2002). In practical realizations, in systems belonging to
the third category the original (low-level) features of a face image are usually
represented by the luminance value of every pixel. This is motivated by the
following observations:

e brightness features are a natural representation of digital images, even
after scaling or rotating (Zhao et al., 2000);

e it is possible to find areas with strong changes of brightness (gradients,
leaps) and assign them to specific face areas like eyes or pupils, corners of
eyes, eyebrows, nose, lips, hair-line, bottom part of face oval; estimation
of these points is one of the first steps in 3D model construction (Tistarelli
and Grosso, 1997);

e by using brightness of pixels it is possible to build facial models based on
facial image approximation in the eigenface space (Turk and Pentland,
1991; Kukharev and Kuzminski, 2003).

Recently, experts in biometric technologies paid more attention to Canonical
Correlation Analysis (CCA) (Donner et al., 2006), a method providing align-
ment of different observations of the same set of people from seemingly unrelated
measurement, sources or points of view. Thus, the CCA can be used in the case
of two views of the same semantic object in order to extract the representa-
tion of the semantics, i.e. in speaker recognition, when we consider audio signal
and lip movements or in image retrieval involving pure image features (color,
texture) and associated text (set of tags). In CCA applied to human identifica-
tion, biometrical information concerning each person (and group of people) is
transformed from original space of features into the space of canonical variates,
then all further processing takes place in this space (Cai-rong et al., 2007). The
most important is that the transformed features are maximally correlated in
canonical variates space, making it possible to expose, investigate and model
latent relationships between measured variables (Borga, 2001).

In this paper we focus on the case when original features are taken as pixel in-
tensities acquired during two independent observation procedures or taken from
two different imaging sources. Further we denote such features as X and Y, res-
pectively. As an example, Fig. 1 illustrates three possible variants of generating



Application of cascading two-dimensional canonical correlation analysis to image matching 835

X and Y sets, where F'E are corresponding feature extraction units, gathering
pixel intensities in the visible light (FE1 in variants 1, 2 and 3), positions of
markers in the thermal spectrum (FE2 in variant 2), and dynamics of motion
(FE2 in variant 3).

WVariart 1 WVariant 2 Wariant 3
X
FE1 FE1 FE1—»
¥
FE2
Ee FE2—»

Figure 1. Variants of input data collecting

As mentioned above, an original feature space is constituted by pixel inten-
sities in the image matrix. The dimensionality of such feature space is often
very high (related to image size), hence it is very difficult to employ directly
CCA to these data. In this paper a new solution to this problem is presented.

We define a task of retrieval of an image from set Y based on given image
from set X or in reverse, an image from set X based on given image from set Y,
in the sense that each pair {X*) Y (*)} defines a single object in the database
(i.e. one semantic object or a person). The pair {X (@Y (@} is a query. On the
basis of X(@ (or Y(9)) we want to retrieve respective image X ¥ (or Y(*)) from
the database. Resulting image is then used to find an image of the same class,
yvet belonging to different category. In this way we solve the task of mutual
recognition X <> Y. The CCA method is especially suitable for this kind of
tasks and for images belonging to two independent datasets and two different
categories. It should be also noticed that in the case of images we need to use
two-dimensional CCA.

The most important parameters in all image processing and pattern recogni-
tion operations are the size of image, namely M and N pixels, and the number
of images K in the database. In general, the dimension of original feature space
DIM = M x N is greater than the number of images (DIM >> K), leading to
the problem known as Small Sample Size Problem (SSS) (see Cai-rong et al.,
2007). Hence, in order to make application of CCA to image processing tasks
efficient, it is required to meet the condition:

DIM < K. (1)
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There are two main approaches to the CCA applied to image processing in
biometry that ensure the fulfillment of condition (1) and enable to apply the so
called basic CCA method (see Borga, 2001) which was originally developed for
vectorized (1D) data only, meaning the necessity to transform inherently two-
dimensional matrix (2D) image data to 1D form and to arrange all data points
in columns of a data matrix. First approach (Donner et al., 2006, and Yi et al.,
2007) is based on transformation of original image into one-dimensional feature
vector, with size DIM,,.,, < M x N, and application of basic CCA procedure to
resulting one-dimensional data. Second approach (Cai-rong et al., 2007; Lee et
al., 2007; Kukharev and Kamenskaya, 2009) is based on treating original image
as a collection of rows and columns (1D data) and application of basic CCA
procedure to these collections. In order to meet condition (1), Lee and Choi
(2007) first used down-sampling procedure to reduce the resolution of original
data, and then performed CCA. Cai-rong et al. (2007) also used down-sampling
for original images and reduced the resolution of images treating them as a
collection of columns (1D data), for which basic CCA procedure can be used.
This approach is called one-directional CCA. In Cai-rong et al. (2007), Lee and
Choi (2007) the procedure of down-sampling was used explicitly or implicitly
to meet condition (1). Kukharev and Kamenskaya (2009) presented direct two-
dimensional CCA method without preliminary down-sampling. It was based on
independent application of CCA to the collection of rows and columns of the set
of K images, i.e. solving two individual eigenproblems, yielding two orthogonal
eigenvector sets (one for collection of rows and one for collection of columns)
organized in two transformation matrices. By multiplying the set of original
images from the left and right sides by these matrices we get a representation in
canonical variates space. Besides, the authors solved the problem of SSS, since
instead of individual images of size M x N we have N images of size M x 1 and
M images of size N x 1. In such form, each image is represented by a set of N
lines of M x 1 pixels, and M lines of 1 x N pixels, respectively. The graphical
representation of this operation is depicted in Fig. 2.

image N images A images

I!!I =
-l =
i

MN M1 each 1< each

Figure 2. Changing image from matrix into vector form

Such representations of original data always ensure that:

DIMey = maz{M,N} << (M + N)K. (2)
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The method presented by Kukharev and Kamenskaya (2009) is called CCArc,
stressing the fact that the basic CCA method is applied two times - along rows
(r) and, separately, along columns (c).

The aim of this paper is to present a novel method of CCA calculation, also
based on representation of original images as collection of rows or as collection
of columns. Unlike CCArc presented in Kukharev and Kamenskaya (2009), here
we use a two-step CCA procedure arranged in the cascade scheme. First, CCA
is applied to the collection of rows, then it is applied to the resulting set along
its columns (or in reverse order, first to columns, and then to rows). In each
step we obtain a matrix of projections. Thus, in result the original images are
transformed by the two-directional transformation into two-dimensional canoni-
cal variate images. The novel method retains all merits of CCArc. Furthermore,
new bases are better adapted to the input data characteristics. This ensures
wide applicability of the method in various image processing tasks, including
biometric applications where condition (1) is mostly violated. In the paper
this new algorithm is called cascading 2DCCA, since it is oriented at cascading
calculations and processing of images as two-dimensional mathematical struc-
tures. Hence, the paper is structured as follows. Section 2.1 is devoted to
presentation of one-dimensional CCA computation. Section 2.2 presents two-
dimensional CCA (CCArc) and the structure of cascading 2DCCA computa-
tion. Section 2.3 describes feature space dimensionality reduction achieved by
2DCCA procedure. Sections 3.1 and 3.2 present results of experiments with
subsets of images from two well known face image databases: FERET and
Equinox. Section 4 enumerates the characteristic features of cascading 2DCCA.
Section 5 offers conclusions drawn from the theoretical analysis and conducted
experiments.

2. Algorithm outline
2.1. One-dimensional CCA calculation structure

We are given two sets of data, X and Y, each consisting of K vectors of size
DIM x 1 each:

{ X ={xW x® . x0

Y- {y0,y®, . yuy ®)

so that both X and Y have sizes equal to DIM x K.

The aim of original CCA is to find two projection matrices W, and W,
transforming input data into the canonical variates spaces U and V, satisfying
the criterion (see Hotelling, 1936):

U — V| — min, (4)

where U = W,TX and V = WyTY. Corresponding projection matrices are the
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solutions of the two following eigenproblems (see Hoteling, 1936, and Borga,
2001):
{ (CotCayCy )t Ca) Wy = WA,

: 5
(O3} CyaCrl Cry) Wy = WA, (5)

where: Cyy, Cyy, Cyy, Cye - covariance matrices of input data; A, A, — diagonal
matrices of eigenvalues; W, W, — projection matrices (matrices of eigenvectors);
T and —1 denote the operations of matrix transposition and inversion, respec-
tively (all matrices have size DIM).

Computational complexity of (5) is related to DIM. The solution of the
eigenproblems depends on values of the parameters DIM and K as well as the
condition (1). Meeting that condition is particularly important in applications
involving digital images, because DIM is determined by the number of rows and
columuns of images (i.e. number of pixels), which is usually much greater than
the number of images K.

2.2. Two-dimensional CCA

Let us consider two sets X and Y, consisting of K images each, with zero mean
and size M x N pixels, so that:

X ={xW x®  xE}
Y- {y0,y®, . yuy ©

where M x N >> K and both X and Y have sizes equal to M x (KN). Each
k-th semantically synonymous object is defined by a pair {X®*) Y (¥}, The
correlation between variates X and Y is very low in their original coordinate
system (original features space). In 2DCCA we are looking for four projection
matrices W1, Wy1, Wyo and Wys in order to make two-directional projection
of each pair {X®*) Y ()} onto the spaces of canonical variates, so that X*) —
Ul y® — v and ||U, — Va|| = min for k = 1,2,..., K. The lower index of
Us and V5 was introduced to emphasize the difference with the one-dimensional
case of CCA calculation. Thus, after transformation into a new coordinate
system, the correlation between Us and V5 is maximized.

In order to assess the characteristic features of such new 2DCCA method, we
compare it with CCArc, by presenting its flow of computations (see Kukharev
and Kamenskaya, 2009):

CCA
{X,Y} 1"} {WmluWyl}u

{X,Y} B, {X1, 1},

(x1, ) COAY L W, |08 = v = min (7
U = wh XKW,

L v |

~—
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Figure 3. Flow diagram of CCAr

The flow of computations can be observed in Fig. 3. In the first stage of (7)
a basic CCA procedure in the direction of image rows is applied (i.e. we treat
each image as a collection of its rows) — and consequently we designate this step
as CCAr. In the second stage of (7) we reorganize the data (R) by transposition
of all image matrices X *), Y (%) leading to new sets, denoted X; and Y;. Third
stage of (7) implements CCA procedure along rows of X; and Y; (CCAr), which
are in fact columns of X and Y. Results of the first and the third stage are
four projection matrices Wy and W1, Wy and Wy, Final stage of (7) is a
transformation of all input images into the canonical variates spaces U and Vs:

Us = {U2(1)7U2(2)7-- aUQ(K)}

: (8)
ve = {vi v, v

On the other hand, the new 2DCCA method executes above calculations in
the so called cascade scheme presented in Fig. 4.

R[>
"
w,

Figure 4. Flow diagram of cascading 2DCCA

The first step involves basic CCA computations along the rows of input
matrices X and Y. Projection matrices W, and W), are obtained from this
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step, used to project input data onto the spaces of canonical variates, thus
forming the sets U; and V;. In the sets U; and Vj each block of variates of size
M x N is a result of projection of each input image. Second step starts with
reorganization of sets U; and Vj, where unit R performs transposition of all
block of size M x N contained in U; and Vi, resulting in creation of new data
sets U and V;. Next, the basic CCA procedure is carried out along the rows of
reorganized data sets: U, and V;. Result is a pair of new projection matrices
Waa and Wy, used to project sets U, and V; onto new canonical variates spaces,
denoted U, and Vs, respectively. Because data in U; and V; are transposed, we
actually carry out CCA procedure along columns of matrices resulting from
the first step. Final step is a reorganization of canonical variates contained in
sets Ug and f/g, resulting in sets Uz and Vs, where each matrix corresponds
to respective input matrix, i.e. X and Y. As a result we get four projection
matrices: Wy1 and Wy1, Wyo and Wye and two sets of canonical variates (8)
with structure corresponding to the structure of input data. In a compact form
the model of cascading 2DCCA can be presented as the following sequence of
computations:

CCA R ~ ~, CCA =~ =5 R
(X, Y} =55 (U, i} =5 {Uh, i} =225 (U, Vo) — {Us, Va ). 9)

Individual matrices as results of 2DCCA, corresponding to individual input
matrices (images), can be represented as follows:

{ SERE (10)

Equation (10) clearly exposes the two dimensional nature of projecting the input
data, thus distinguishing it from the classical approach aimed at vectorized data.
Because these projections are performed as 2D transformations in the basis of
eigenvectors, they can be seen as two-dimensional Karhunen-Loeve transforma-
tions (2D KLT).The whole procedure is written down as follows:

9DCCA /2DKLT
Wzla Wz?a Wyh Wy2

(XY} — = {Us, Va}. (11)

2.3. Feature space dimensionality reduction

In order to achieve dimensionality reduction in (10) and make efficient recog-
nition possible, we reduce the number of eigenvectors using only those which
correspond to d greatest eigenvalues (see Kukharev and Kamenskaya, 2009).
From [W,1]" and [W,1]" we select d rows, corresponding to d greatest eigenval-
ues, and create dimensionality reduction matrices F,; and Fy; . In the matrices
Wao and Wyo we select d columns, corresponding to d greatest eigenvalues, and
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create matrices F;» and Fy». Now, truncated 2D KLT operation can be written
as follows:

{ UM = o xOF,, )

VQ(k) = Fyly(mFy?

In (12), Fy1, Fy1 and Fyo, Fyo are matrices of size d x M and N X d,
respectively (or dy x M and N x dg in general); symbol " designates difference
from (10). Note that d < min{M,N} or d1 < M; do < N, if dy # ds.
Lower bound of parameter d is selected experimentally, while the upper bound
is set according to the typical scheme of selecting eigenvalues in the eigenvector
decomposition task. In most cases it employs a criterion, which assumes that the
energy of selected components is much higher that the energy of the remainder.
Resulting matrices U®) V() in (12) generally have dimensions d; x dy and
represent images in canonical variates spaces.

2.4. Classification framework

Classification performed in controlled conditions requires an input image of
known category (X4 or Y(@). This image is a query and the system responds
with a class number, which points at the respective image belonging to the
other category. The retrieval is performed in the whole set of base images and
the results are ordered in the decreasing similarity order. A scheme of such
controlled classification is presented in Fig. 5. In the scheme, blocks 2DCC A
are responsible for cascading two-dimensional Canonical Correlation Analysis
(according to the algorithm presented here), blocks C' represent comparators
(the characteristic features of comparator are described in Section 3). Sample
results of this kind of retrieval are presented in Section 3.

Test data AL oy Database
X(‘?) 2 2 X
@ [PDCCA —HCl | Temtae [ pca[*

T, 4_ Database |4— «— ¥

10 s

14 £

Result 1
Result 2

Figure 5. Image retrieval scheme for controlled conditions

However, in practice, we may not know the exact category of the query
image, hence we present another scheme of retrieval (see Fig. 6). This scheme is
usable in the case of classification of image belonging to the unknown category.
The main idea is a fusion (or averaging) of features after 2DCCA of both query
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and base images. Such fusion can be performed by simple concatenation of
feature vectors of images, while the averaging is arithmetic mean of their values.
The adequate scheme is presented in Fig. 6.

Tes(t (;lata 6}*20;) 6’\2 Database
XYL, > —
y()_, [ZDCCA Fusion |—»[C +— ge;fali)lggz «|Fusion[* 2DCCA )If
> — -
@ -
& £

Result

Figure 6. Image retrieval scheme for uncontrolled conditions

3. Experiments

In order to verify the discriminative features of the cascading 2DCCA we per-
formed several experiments on FERET (see Philips et al., 1998) and Equinox
(see Equinox, 2009) databases.

3.1. Experiments on images from FERET database

First experiment was conducted for data extracted from FERET database,
which contains face images, as presented by Kukharev and Kamenskaya (2009).
All images taken from fa and fb groups have been cropped to face-only area
and stored in matrices of 224 x 184 pixels. Our database consists of two groups
of images forming so called "Family album" (see Kukharev and Kamenskaya,
2009). Both groups have the structure as in (5), where K = 100. Each pair of
images X*) and Y® from one group corresponds to one pair of images from
the second group, with different face expression and slight differences in head
size and orientation. One of groups is a training set, while images from second
group are used for testing (and vice versa). Sample pair of images taken from
FERET database is presented in Fig. 7.

Formally, we are solving the task of retrieval of image from set Y based on
given image from set X (and vice versa: images from X based on set Y'). This
retrieval task is formulated as follows: a database contains 100 pairs of test
images: 100 images from X and 100 images from Y are used as test images.
Retrieval result is regarded as success, if in the first position (rank = 1) in the
group of retrieval result we have image from the same class as the class of test
image. The results of experiment are evaluated as the ratio of correctly classified
test images to the total number of test images. As it can be seen from Fig. 8,
the standard tool for similarity evaluation, namely phase correlation coefficient,
is not suitable for solving this kind of a problem. The picture shows that there
is no relation between the two images.



Application of cascading two-dimensional canonical correlation analysis to image matching 843

Figure 7. Sample images from fa and fb groups of FERET database (see Philips
et al., 2000)

phase correlation

auto Cross

Figure 8. Phase correlation coefficients (autocorrelation and cross-correlation)
calculated in the original spatial domain for a pair of images X and Y

In our case we employ the minimal distance classifier (MDC) using the metric
Ly (MDC/Lq). Size of images in canonical variates space is d x d. Hence,
the experiment is denoted in accordance to the scheme used by Kukharev and
Kamenskaya (2009) as:

Feret(100(1x, 1y /1x,1y)){224x184 — 2DCCA : dxd/MDC/ L /rank = 1},

where we have 100 classes in the database (templates), each class consisting of
one image from X and one image from Y (1x,1y). Besides, we have 100 test
objects, consisting of pairs: one image from set X and one image from set Y
(Ix,1y). The images have resolution of 224 x 184 pixels, given without any
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pre-processing. The resulting feature space has a dimensionality equal to d x d.
Results of retrieval of image X based on image Y (and vice versa) for both
methods and values of d = 5,6,...,16 are shown in Table 1.

Table 1. Recognition accuracy [%] for FERET database
Recognition accuracy for different d values
5167 ]8]9f1w]11]12]13]14]15]16 | mean
X =Y [|8789]90|91{91(91]9191[{90|90|89|88| 89.9
Y =X ||8 87|87 88899191 |90|90|88 |87 |86 | 88.2
Cascading | X —Y {[89]90|91]92|93]93]93[93(92(92]92|92| 91.8
2DCCA Y =X [|8 (889019293 (93]92192(92]92]92|92| 91.3

Method | Direction

2DCCA

As it can be seen, for d = 10 we have the best results of recognition for both
methods. Data reduction ratio is more than 400 times. The method described
in this paper gives better recognition rate by 2-3% in comparison to the former
methods. Such increase is significant in case of recognition tasks, when images
of male and female faces are "united" in one class. The confirmation of the
retrieval ability of the proposed method is presented in Fig. 9. The phase
correlation calculated for images in the canonical space of variates gives much
higher values for "associated" images than for images from different pairs.

x® x@

0 7D = p.45959

Figure 9. Phase correlation coefficients (for a pair {X (), Y1} and {X ) Y()})
calculated in the canonical variates domain

3.2. Experiments on images from Equinox database

In this case the images X *) and Y (*) for Vk € K are taken in visible light (VIS)
and thermal band (Th), respectively, from the Equinox database (see Socolinsky
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Figure 10. Sample images from Equinox database (Socolinsky and Selinger,
2002)

and Selinger, 2002; Kamenskaya et al., 2009). Here K = 90, each image is of size
320 x 240 pixels, and is kept constant during all experiments. Please note that
the size of 320 x 240 pixels conforms to the smallest allowable size of image face
in biometrical applications (see document ISO/TEC, 2009). Each pair of images
(VIS and Th) from the first group corresponds to a pair of images from the
second group, having different intensity of background, face expression, small
variations in head size and orientation (see Fig. 10). Face images in first group
are used for training the algorithm, and images from second group are used for
testing (and vice versa). The aim of experiment is retrieval of the image VIS
based on image Th, and vice versa. Formally it means that we will seek the image
from set the Y based on given image from set X (and vice versa). The model
of experiments can be denoted according to the convention presented above as
Equinox(90(1x,1y /1x,1y)){320 x 240 — 2DCCA : d x d/MDC/L; [rank =
1}, with the same meaning as described for FERET database. The table below
presents obtained classification results.

Table 2. Recognition accuracy [%] for Equinox database

Recognition accuracy for different d values
8|9 ]1o]1r]12][13][14]15][16]17]18] 19 | mean
Cascading | X —Y |[98]98 |98 |98 |98 |98 |98 |98 98|98 |98 |98 98
2DCCA Y =X [|93[94]96 96|96 96|96 |96 96|96 |96|96 | 95.6

Method | Direction
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It can be seen that recognition rate for X — Y test is 98%, and for Y —
X test is 96% at d = 10. Dimensionality reduction ratio in this example is
320 x 240/100 = 768 times.

4. Features of the cascading 2DCCA

The here presented two-dimensional method of cascading canonical correlation
analysis (2DCCA) has the following features:
e CCA is implemented along two directions (along rows and columns), and
consecutive stages of processing are connected in a cascade scheme. Each
stage uses basic CCA procedure (see Hotelling, 1936, and Borga, 2001).

e First stage of 2DCCA proceeds along rows of data matrices, and its results
are reorganized by transposing all blocks - matrices of dimension M x N.
These reorganized matrices are inputs to second processing stage.

e At the second stage of 2DCCA the basic CCA procedure is performed
along the rows of reorganized matrices, resulting in fact in proceeding
along the columns of input data.

e Obtained results are reorganized again, leading to their form equal to the
organization of input data.

e Individual output matrices (images in canonical variates spaces) can be
obtained as result of two-dimensional Karhunen-Loeve procedure, in con-

formance with formula (10) or (12).

e Matrices in (12) have d? elements, 22 less than the number of elements
in original image matrix. It means that the dimensionality reduction ratio

is equal to Aggv

e The largest size of covariance matrix in (5) is maz{M, N}, determining
the possibility to solve the eigenproblem in (5) and its stability, also for
images conforming the ISO/IEC standard.

e Finally, cascading 2DCCA method solves also the SSS problem (see Cai-
rong et al., 2007), where DIM > K, because instead of the images of size
M x N in fact we are using N images of size M x 1 and M images of size
1 x N. Input data treated in this way always satisfy the condition (2).

5. Summary

The paper presents a new structure and processing scheme of cascading two-
dimensional CCA specialized at digital image processing. Characteristic features
of the method and its implementation were discussed. Example of application
for the task of face image recognition has been shown. In experiments we used
the well known benchmark face image databases - FERET and Equinox.

The method presented in the article solves the problem of dimensionality
reduction and improves the correlation, as well as allows to compare images
from different classes or groups of data. Although there are no similar methods
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described in the literature, it is still possible to solve such tasks by employing
algorithms of pre-processing to extract features from images and then perform
a straightforward comparison (understood as a comparison between features of
the same class). However, it would change the whole approach and would not
be consistent with the main idea of the paper. Despite the fact that there are
several algorithms and implementations of CCA described in the literature, the
methodology of experiments is not shown in a way that is easy to repeat and
verify. There is also no test bed for experiments (i.e. databases that integrate
multi-modal biometric data), which makes the problem even more complicated.
Hence, the motivation of the work presented in this paper. Results obtained
from experiments showed high efficiency of the proposed method, in comparison
to the state-of-the-art 2DCCA presented earlier by Zuo et al. (2009). Provided
accuracy of more than 91-98% (depending on the application) makes the method
a serious candidate for practical implementation in multi-modal biometric sys-
tems.
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