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Abstract: We study incommensurate fractional variational prob-
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1. Introduction

Till recently, it was believed that Lagrangian and Hamiltonian mechanics were
not valid in the presence of nonconservative forces such as friction (Lanezos,
1970). In the last years, however, several approaches have been investigated in
order to find a Lagrangian or a Hamiltonian description for classes of dissipative
(or dissipative-looking) systems (Cieśliński and Nikiciuk, 2010; Crampin et al.,
2010; Kobe et al., 1986; Musielak, 2008; Pradeep et al., 2009). One way to
have a Lagrangian and a Hamiltonian formulation, for both conservative and
nonconservative systems, was proposed by Fred Riewe in 1996 and consists in
using fractional derivatives (Riewe, 1996, 1997). Riewe’s papers (Riewe, 1996,
1997) gave rise to a new and important research field, called the fractional cal-
culus of variations (Malinowska and Torres, 2012). Nowadays the subject is of
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strong interest, and many results of variational analysis were extended to the
noninteger case (see, e.g., Almeida et al. 2010, 2012; Almeida and Torres, 2009;
Bastos et al., 2011a,b; Cresson, 2007; Frederico and Torres, 2008; Mozyrska and
Torres, 2011; Odzijewicz et al., 2012a; Odzijewicz and Torres, 2011). Here we
study problems of calculus of variations with generalized fractional operators
(Agrawal, 2010; Odzijewicz et al., 2012b,c). Generalized fractional integrals are
given as a linear combination of left and right fractional integrals with general
kernels. Generalized fractional Riemann–Liouville and Caputo derivatives are
defined as a composition of classical derivatives and generalized fractional in-
tegrals. In the first problem, we ask how to determine the extremizers of a
functional defined by a generalized fractional integral involving n generalized
fractional Caputo derivatives and n generalized fractional integrals. All these
operators have different (noninteger) orders. We obtain necessary optimality
conditions, and in the case of free boundary values, also natural boundary
conditions. Next, we derive Euler–Lagrange type equations for an extended
isoperimetric problem and we obtain a Noether type theorem.

The text is organized as follows. In Section 2 we give the definitions and main
properties of the generalized fractional operators. We prove Euler–Lagrange
equations for the fundamental generalized problem in Section 3, and natural
boundary conditions for free boundary value problems in Section 4. Section 5
is devoted to the generalized isoperimetric problem and Section 6 to Noether’s
theorem. Finally, in Section 7 we present an application of our results to the
damped harmonic oscillator.

2. Preliminaries

We start by defining the generalized fractional operators (Agrawal, 2010). As
particular cases, by choosing appropriate kernels, such operators are reduced to
the standard fractional integrals and derivatives of fractional calculus (see, e.g.,
Kilbas et al., 2006; Klimek, 2009; Podlubny, 1999). Throughout the text, α

denotes a real number between zero and one. Following Almeida et al. (2012),
we use round brackets for the arguments of functions, and square brackets for
the arguments of operators.

Definition 1 (The generalized fractional integral). The operator Kα
P is given

by

Kα
P [f ] (x) := Kα

P [t 7→ f(t)] (x) = p

x
∫

a

kα(x, t)f(t)dt + q

b
∫

x

kα(t, x)f(t)dt,

where P = 〈a, x, b, p, q〉 is the parameter set (p-set for brevity), x ∈ [a, b], p, q
are real numbers, and kα(x, t) is a kernel which may depend on α. The operator
Kα

P is referred as the operator K (K-op for simplicity) of order α and p-set P .
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Note that if we define

G(x, t) :=

{

pkα(x, t) if t < x,

qkα(t, x) if t ≥ x,

then the operator Kα
P can be written in the form

Kα
P [f ] (x) = Kα

P [t 7→ f(t)] (x) =

∫ b

a

G(x, t)f(t)dt.

Thus, the generalized fractional integral is a Fredholm operator, one of the
oldest and most respectable class of operators that arise in the theory of integral
equations (Helemskii, 2006; Polyanin and Manzhirov, 1998).

Example 1. 1. Let kα(t − τ) = 1
Γ(α) (t − τ)α−1 and 0 < α < 1. If P =

〈a, t, b, 1, 0〉, then

Kα
P [f ](t) =

1

Γ(α)

t
∫

a

(t− τ)α−1f(τ)dτ =: aI
α
t [f ](t)

is the left Riemann–Liouville fractional integral of order α; if P = 〈a, t, b, 0, 1〉,
then

Kα
P [f ](t) =

1

Γ(α)

b
∫

t

(τ − t)α−1f(τ)dτ =: tI
α
b [f ](t)

is the right Riemann–Liouville fractional integral of order α.
2. For kα(t− τ) = 1

Γ(α(t,τ)) (t− τ)α(t,τ)−1 and P = 〈a, t, b, 1, 0〉

Kα
P [f ](t) =

t
∫

a

1

Γ(α(t, τ)
(t− τ)α(t,τ)−1f(τ)dτ =: aI

α(·,·)
t [f ](t)

is the left Riemann–Liouville fractional integral of variable order α(t, τ),
and for P = 〈a, t, b, 0, 1〉

Kα
P [f ](t) =

b
∫

t

1

Γ(α(τ, t))
(τ − t)α(t,τ)−1f(τ)dτ =: tI

α(·,·)
b [f ](t)

is the right Riemann–Liouville fractional integral of variable order α(t, τ)
(Odzijewicz et al., 2013).

3. For 0 < α < 1, kα(t, τ) = 1
Γ(α)

(

log t
τ

)α−1 1
τ

and P = 〈a, t, b, 1, 0〉, the

operator Kα
P reduces to the left Hadamard fractional integral (Pooseh et

al., 2012),

Kα
P [f ](t) =

1

Γ(α)

∫ t

a

(

log
t

τ

)α−1
f(τ)dτ

τ
=: aJ

α
t [f ](t),
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and for P = 〈a, t, b, 0, 1〉 operator KP reduces to the right Hadamard frac-
tional integral,

Kα
P [f ](t) =

1

Γ(α)

∫ b

t

(

log
τ

t

)α−1 f(τ)dτ

τ
=: tJ

α
b [f ](t).

4. Generalized fractional integrals can be also reduced to, e.g., Riesz, Katugam-
pola or Kilbas fractional operators. Their definitions can be found in
(Katugampola, 2010; Kilbas and Saigo, 2004; Kilbas et al., 2006).

Next results yield boundedness of the generalized fractional integral.

Theorem 1 (see Example 6 of Helemskii, 2006). Let α ∈ (0, 1) and P =
〈a, x, b, p, q〉. If kα is a square integrable function on the square ∆ = [a, b]×[a, b],
then Kα

P : L2 ([a, b]) → L2 ([a, b]) is well defined, linear, and bounded operator.

Theorem 2 (see Odzijewicz et al., 2012b,c). Let kα ∈ L1 ([0, b− a]) be a dif-
ference kernel, that is, kα(x, t) = kα(x− t). Then, Kα

P : L1 ([a, b]) → L1 ([a, b])
is a well defined bounded and linear operator.

Theorem 3 (see Theorem 2.4 of Odzijewicz et al., 2012c). Let P = 〈a, x, b, p, q〉.
If k1−α is a difference kernel, k1−α ∈ L1 ([0, b− a]) and f ∈ AC ([a, b]), then
K1−α

P [f ] belongs to AC ([a, b]).

The generalized fractional derivatives Aα
P and Bα

P are defined in terms of the
generalized fractional integral K-op.

Definition 2 (Generalized Riemann–Liouville fractional derivative). Let P be
a given parameter set and 0 < α < 1. The operator Aα

P is defined by Aα
P :=

D ◦K1−α
P , where D denotes the standard derivative operator, and is referred to

as the operator A (A-op) of order α and p-set P .

Remark 1. Operator A is well-defined for all functions f such that K1−α
P [f ] is

differentiable. Theorem 3 ensures that the domain of A is nonempty.

Definition 3 (Generalized Caputo fractional derivative). Let P be a given
parameter set and α ∈ (0, 1). The operator Bα

P is defined by Bα
P := K1−α

P ◦D,
where D denotes the standard derivative operator, and is referred to as the
operator B (B-op) of order α and p-set P .

Remark 2. Operator B is well-defined for differentiable functions.

Example 2. The standard Riemann–Liouville and Caputo fractional derivatives
(see, e.g., Kilbas et al., 2006; Podlubny, 1999; Klimek, 2009) are easily obtained
from the general kernel operators Aα

P and Bα
P , respectively. Let kα(t − τ) =

1
Γ(1−α) (t− τ)−α, α ∈ (0, 1). If P = 〈a, t, b, 1, 0〉, then

Aα
P [f ](t) =

1

Γ(1− α)

d

dt

t
∫

a

(t− τ)−αf(τ)dτ =: aD
α
t [f ](t)
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is the standard left Riemann–Liouville fractional derivative of order α, while

Bα
P [f ](t) =

1

Γ(1− α)

t
∫

a

(t− τ)−αf ′(τ)dτ =: Ca D
α
t [f ](t)

is the standard left Caputo fractional derivative of order α; if P = 〈a, t, b, 0, 1〉,
then

−Aα
P [f ](t) = −

1

Γ(1− α)

d

dt

b
∫

t

(τ − t)−αf(τ)dτ =: tD
α
b [f ](t)

is the standard right Riemann–Liouville fractional derivative of order α, while

−Bα
P [f ](t) = −

1

Γ(1− α)

b
∫

t

(τ − t)−αf ′(τ)dτ =: Ct D
α
b [f ](t)

is the standard right Caputo fractional derivative of order α.

The following theorems give integration by parts formulas for operators A,
B and K. For detailed proofs we refer the reader to (Odzijewicz et al., 2012b,c).

Theorem 4. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, kα be a square-integrable function
on ∆ = [a, b] × [a, b], and f, g ∈ L2 ([a, b]). The generalized fractional integral
Kα

P satisfies the integration by parts formula

b
∫

a

g(x)Kα
P [f ] (x)dx =

b
∫

a

f(x)Kα
P∗ [g] (x)dx, (1)

where P ∗ = 〈a, t, b, q, p〉.

Theorem 5. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, and kα be a square integrable
function on ∆ = [a, b]× [a, b]. If functions f,K1−α

P∗ [g] ∈ AC([a, b]), then

b
∫

a

g(x)Bα
P [f ] (x)dx = f(x)K1−α

P∗ [g] (x)
∣

∣

b

a
−

∫ b

a

f(x)Aα
P∗ [g] (x)dx, (2)

where P ∗ = 〈a, t, b, q, p〉.

Theorem 6. Let 0 < α < 1, P = 〈a, x, b, p, q〉, and kα be a difference kernel
such that kα ∈ L1(0, b−a). If f ∈ L1 ([a, b]) and g ∈ C ([a, b]), then the operator
Kα

P satisfies the integration by parts formula (1).

Theorem 7. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, and kα ∈ L1 ((0, b− a]) be a
difference kernel. If functions f, g ∈ AC([a, b]), then formula (2) holds.
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For f = [f1, . . . , fN ] : [a, b] → R
N , where N ∈ N, we put

Aα
P [f ] (x) := [Aα

P [f1] (x), . . . , A
α
P [fN ] (x)] ,

Bα
P [f ] (x) := [Bα

P [f1] (x), . . . , B
α
P [fN ] (x)] ,

Kα
P [f ] (x) := [Kα

P [f1] (x), . . . ,K
α
P [fN ] (x)] .

3. The generalized fundamental variational problem

We consider the problem of finding a function y = [y1, . . . , yN ] that gives an
extremum (minimum or maximum) to the functional

J (y) = Kα
P

[

t 7→ F
(

t,y(t),y′(t), Bβ1

P1
[y] (t),

. . . , B
βn

Pn
[y] (t),Kγ1

R1
[y] (t), . . . ,Kγm

Rm
[y] (t)

)

]

(b) (3)

subject to the boundary conditions

y(a) = ya, y(b) = yb, (4)

where α, βi, γk ∈ (0, 1), P = 〈a, b, b, 1, 0〉, Pi = 〈a, t, b, pi, qi〉, and Rk = 〈a, t, b,
rk, sk〉, i = 1, . . . , n, k = 1, . . . ,m. For simplicity of notation, we introduce the

operator {·}β,γPD ,RI
defined by

{y}β,γPD ,RI
(t) :=

(

t,y(t),y′(t), Bβ
PD

[τ 7→ y(τ)] (t),Kγ
RI

[τ 7→ y(τ)] (t)
)

,

where

B
β
PD

:=
(

B
β1

P1
, . . . , B

βn

Pn

)

, K
γ
RI

:=
(

K
γ1

R1
, . . . ,K

γm

Rm

)

.

The operator Kα
P has kernel kα(x, t) and, for i = 1, . . . , n and k = 1, . . . ,m,

operators B
βi

Pi
and K

γk

Rk
have kernels h1−βi

(t, τ) and hγk
(t, τ), respectively. In

the sequel we assume that:
(H1) the Lagrangian F ∈ C1

(

[a, b]× R
N×(n+m+2);R

)

;

(H2) functions t 7→ kα(b, t)∂jF {y}
β,γ
PD ,RI

(t) and

D
[

t 7→ ∂N+jF {y}
β,γ
PD ,RI

(t)kα(b, t)
]

,

A
βi

P∗

i

[

τ 7→ kα(b, τ)∂(i+1)N+jF {y}
β,γ
PD ,RI

(τ)
]

,

K
γk

R∗

k

[

τ 7→ kα(b, τ)∂(n+1+k)N+jF {y}
β,γ
PD ,RI

(τ)
]

,

are continuous on (a, b), j = 2, . . . , N + 1, i = 1, . . . , n, k = 1, . . . ,m;

(H3) functions t 7→ ∂N+jF {y}β,γPD ,RI
(t)kα(b, t) and

K
1−βi

P∗

i

[

τ 7→ kα(b, τ)∂(i+1)N+jF {y}
β,γ
PD ,RI

(τ)
]

belong to AC([a, b]), j = 2, . . . , N + 1, i = 1, . . . , n;
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(H4) for i = 1, . . . , n, k = 1, . . . ,m, the kernels kα(x, t), h1−βi
(t, τ) and hγk

(t, τ)
are such that we are able to use Theorems 4, 5, 6 and/or 7.

Definition 4. A function y ∈ C1
(

[a, b];RN
)

is said to be admissible for

the fractional variational problem (3)–(4) if functions B
βi

Pi
[y] and K

γk

Rk
[y], i =

1, . . . , n, k = 1, . . . ,m exist and are continuous on the interval [a, b], and y

satisfies the boundary conditions (4).

Theorem 8. If y is a solution to problem (3)–(4), then y satisfies the system
of generalized Euler–Lagrange equations

kα(b, t)∂jF {y}β,γ

PD ,RI
(t)−

n
∑

i=1

A
βi

P∗

i

[

τ 7→ kα(b, τ )∂(i+1)N+jF {y}β,γ

PD ,RI
(τ )
]

(t)

+

m
∑

k=1

K
γk
R∗

k

[

τ 7→ kα(b, τ )∂(n+1+k)N+jF {y}β,γ

PD,RI
(τ )
]

(t)

−
d

dt

(

∂N+jF {y}β,γ

PD ,RI
(t)kα(b, t)

)

= 0

(5)

for all t ∈ (a, b), j = 2, . . . , N + 1.

Proof. The proof is analogous to that in Odzijewicz et al. (2012b, Theorem 4.2).

4. Generalized free-boundary variational problem

Assume now that in problem (3)–(4) the boundary conditions (4) are substituted
by

y(a) is free and y(b) = yb. (6)

Theorem 9. If y is a solution to the problem of extremizing functional (3) with
(6) as the boundary conditions, then y satisfies the system of Euler–Lagrange
equations (5). Moreover, the extra system of natural boundary conditions

∂N+jF {y}
β,γ
PD ,RI

(a)kα(b, a)

+

n
∑

i=1

K
1−βi

P∗

i

[

τ 7→ ∂(i+1)N+jF {y}
β,γ
PD ,RI

(τ)kα(b, τ)
]

(a) = 0, (7)

j = 2, . . . , N + 1, holds.

Proof. The proof is analogous to that of Odzijewicz et al. (2012b, Theorem 5.1).



450 T. Odzijewicz, A.B. Malinowska, D.F.M. Torres

5. Generalized isoperimetric problem

Let ξ ∈ R. Among all functions y : [a, b] → R
N satisfying the boundary

conditions

y(a) = ya, y(b) = yb, (8)

and an isoperimetric constraint of the form

I (y) = Kα
P

[

G {y}
β,γ
PD,RI

]

(b) = ξ, (9)

we look for those that extremize (i.e., minimize or maximize) the functional

J (y) = Kα
P

[

F {y}
β,γ
PD ,RI

]

(b). (10)

For i = 1, . . . , n, k = 1, . . . ,m, operators Kα
P , Bβi

Pi
and K

γk

Rk
, as well as function

F , are the same as in problem (3)–(4). Moreover, we assume that functional (9)
satisfies hypotheses (H1)–(H4).

Definition 5. A function y : [a, b] → R
N is said to be admissible for problem

(8)–(10) if functions B
βi

Pi
[y] and K

γk

Rk
[y], i = 1, . . . , n, k = 1, . . . ,m, exist and

are continuous on [a, b], and y satisfies the boundary conditions (8) and the
isoperimetric constraint (9).

Definition 6. An admissible function y ∈ C1
(

[a, b],RN
)

is said to be an ex-
tremal for I if it satisfies the system of Euler–Lagrange equations (5) associated
with functional in (9).

Theorem 10. If y is a solution to the isoperimetric problem (8)–(10) and is
not an extremal for I, then there exists a real constant λ such that

kα(b, t)∂jH {y}β,γ

PD ,RI
(t) +

m
∑

k=1

K
γk
R∗

k

[

τ 7→ kα(b, τ )∂(n+1+k)N+jH {y}β,γ

PD ,RI
(τ )
]

(t)

−
n
∑

i=1

A
βi

P∗

i

[

τ 7→ kα(b, τ )∂(i+1)N+jH {y}β,γ

PD ,RI
(τ )
]

(t)

−
d

dt

(

∂j+NH {y}β,γ

PD,RI
(t)kα(b, t)

)

= 0

for all t ∈ (a, b), j = 2, . . . , N+1, where P ∗

i = 〈a, t, b, qi, pi〉, R
∗

k = 〈a, t, b, sk, rk〉,
and

H(t, y, u, v, w) = F (t, y, u, v, w)− λG(t, y, u, v, w).

Proof. The proof is analogous to that of Odzijewicz et al. (2012b, Theorem 6.3).
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6. Generalized fractional Noether’s theorem

Emmy Noether’s theorem on extremal functionals, establishing that certain
symmetries imply conservation laws (constants of motion), has been called “the
most important theorem in physics since the Pythagorean theorem”. For a re-
cent account of Noether’s theorem and possible applications in physics, from
many different points of view, we refer the reader to Neuenschwander (2011).
Formulations in the more general context of optimal control can be found in
Gouveia et al. (2006), Torres (2002). Conservation laws appear naturally in
closed systems. In presence of nonconservative or dissipative forces, the con-
stants of motion are broken and Noether’s classical theorem ceases to be valid.
It is still possible, however, to obtain Noether type theorems that cover both
conservative and nonconservative cases. Roughly speaking, one can prove that
Noether’s conservation laws are still valid if a new term, involving the non-
conservative forces, is added to the standard constants of motion (Frederico
and Torres, 2007a). The first Noether theorem for the fractional calculus of
variations was obtained in 2007 (Frederico and Torres, 2007b). Since then, the
subject attracted a lot of attention. The state of the art is given in the book Ma-
linowska and Torres (2012). Here we obtain a Noether theorem for generalized
fractional variational problems.

Definition 7. We say that the functional (3) is invariant under an ε-parameter
group of infinitesimal transformations

ŷ(t) = y(t) + εξ(t,y(t)) + o(ε) (11)

if for any subinterval [ta, tb] ⊆ [a, b] one has

Kα
P̄

[

t 7→ F {y}β,γPD ,RI
(t)
]

(tb) = Kα
P̄

[

t 7→ F {ŷ}β,γPD ,RI
(t)
]

(tb), (12)

where P̄ = 〈ta, tb, tb, 1, 0〉.

Theorem 11. If functional (3) is invariant under an ε-parameter group of
infinitesimal transformations, then

N+1
∑

j=2

(

∂jF {y}
β,γ
PD ,RI

(t) ·ξj−1(t,y(t))+∂N+jF {y}
β,γ
PD ,RI

(t) ·
d

dt
ξj−1(t,y(t))

+
n
∑

i=1

∂(i+1)N+jF {y}β,γPD ,RI
(t) ·Bβi

Pi
[τ 7→ ξj−1(τ,y(τ))](t)

+

m
∑

k=1

∂(n+1+k)N+jF {y}
β,γ
PD ,RI

(t) ·Kγi

Ri
[τ 7→ ξj−1(τ,y(τ))](t)

)

= 0.

(13)

Proof. Since, by hypothesis, condition (12) is satisfied for any subinterval [ta, tb] ⊆
[a, b], we have

F {y}
β,γ
PD ,RI

(t) = F {ŷ}
β,γ
PD ,RI

(t). (14)
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Differentiating (14) with respect to ε, then putting ε = 0, and applying defini-
tions and properties of generalized fractional operators, we obtain (13).

In order to state the Noether theorem in a compact form, we introduce the
following operators:

Dα
P [f, g](t) :=

1

kα(b, t)
f(t) · Aα

P∗ [g](t) + g(t) · Bα
P [f ](t), (15)

IαP [f, g](t) :=
−1

kα(b, t)
f(t) ·Kα

P∗ [g](t) + g(t) ·Kα
P [f ](t), (16)

where P ∗ denotes the dual p-set of P , that is, if P = 〈a, t, b, p, q〉, then P ∗ =
〈a, t, b, q, p〉.

Theorem 12 (Generalized fractional Noether theorem). If functional (3) is in-
variant under an ε-parameter group of infinitesimal transformations (11), then

N+1
∑

j=2

(

n
∑

i=1

D
βi

Pi

[

τ 7→ ξj−1(τ,y(τ)), τ 7→ kα(b, τ)∂(i+1)N+jF {y}
β,γ
PD ,RI

(τ)
]

(t)

+

m
∑

k=1

I
γk

Rk

[

τ 7→ ξj−1(τ,y(τ)), τ 7→ kα(b, τ)∂(n+1+k)N+jF {y}
β,γ
PD ,RI

(τ)
]

(t)

+
d

dt

(

ξj−1 (t,y(t)) · ∂N+jF {y}
β,γ
PD ,RI

(t)
)

+ ξj−1(t,y(t)) · ∂N+jF {y}β,γPD ,RI
(t) ·

1

kα(b, t)

d

dt
kα(b, t)

)

= 0

(17)

for any generalized fractional extremal y of J and for all t ∈ (a, b).

Proof. By Theorem 8 we have

kα(b, t)∂jF {y}β,γPD ,RI
(t) =

n
∑

i=1

A
βi

P∗

i

[

τ 7→ kα(b, τ)∂(i+1)N+jF {y}β,γPD ,RI
(τ)
]

(t)

−

m
∑

k=1

K
γk

R∗

i

[

τ 7→ kα(b, τ)∂(n+1+k)N+jF {y}
β,γ
PD ,RI

(τ)
]

(t)

+
d

dt

(

∂N+jF {y}
β,γ
PD ,RI

(t)kα(b, t)
)

(18)
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for all t ∈ (a, b), j = 2, . . . , N + 1. Substituting (18) into (13), we obtain

N+1
∑

j=2

[

1

kα(b, t)
· ξj−1(t,y(t))

(

n
∑

i=1

A
βi

P∗

i

[

τ 7→ kα(b, τ )∂(i+1)N+jF {y}β,γ

PD,RI
(τ )
]

(t)

−
m
∑

k=1

K
γk
R∗

i

[

τ 7→ kα(b, τ )∂(n+1+k)N+jF {y}β,γ

PD,RI
(τ )
]

(t)

+
d

dt

(

∂N+jF {y}β,γ

PD ,RI
(t)kα(b, t)

)

)

+ ∂N+jF {y}β,γ

PD,RI
(t) ·

d

dt
ξj−1 (t,y(t))

+
n
∑

i=1

∂(i+1)N+jF {y}β,γ

PD,RI
(t) ·Bβi

Pi
[τ 7→ ξj−1 (τ,y(τ ))](t)

+
m
∑

k=1

∂(n+1+k)N+jF {y}β,γ

PD,RI
(t) ·Kγi

Ri
[τ 7→ ξj−1(τ,y(τ ))](t)

]

= 0.

Finally, we arrive at (17) by (15) and (16).

Example 3. Let P = 〈a, t, b, p, q〉. Consider the following problem:

J [y] =

∫ b

a

F (t, Bα
P [y](t)) dt −→ min

y(a) = ya , y(b) = yb,

(19)

and transformations

ŷ(t) = y(t) + εc+ o(ε), (20)

where c is a constant. For any [ta, tb] ⊆ [a, b] we have

∫ tb

ta

F (t, Bα
P [y](t)) dt =

∫ tb

ta

F (t, Bα
P [ŷ](t)) dt.

Therefore, J [y] is invariant under (20) and Theorem 12 asserts that

Aα
P∗ [τ → ∂2F (τ, Bα

P [y](τ))](t) = 0 (21)

along any generalized fractional extremal y. Note that equation (21) can be
written in the form

d

dt
(Kα

P∗ [τ → ∂2F (τ, Bα
P [y](τ))](t)) = 0.

In analogy with the classical approach, quantity Kα
P∗ [τ → ∂2F (τ, Bα

P [y](τ))](t)
is called a generalized fractional constant of motion.
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7. Applications to physics

If the functional (3) does not depend on B-ops and K-ops, then Theorem 8
gives the following result: if y is a solution to the problem of extremizing

J (y) =

∫ b

a

L (t,y(t),y′(t)) kα(b, t)dt (22)

subject to y(a) = ya and y(b) = yb, where α ∈ (0, 1), then

∂jL (t,y(t),y′(t)) −
d

dt
∂N+jL (t,y(t),y′(t))

=
1

kα(b, t)
·
d

dt
kα(b, t)∂N+jL (t,y(t),y′(t)) , (23)

j = 2, . . . , N + 1. In addition, if we assume that functional (22) is invariant
under transformations (11), then Noether’s theorem yields that

N+1
∑

j=2

(

d

dt
(ξj−1(t,y(t)) · ∂N+jL(t,y(t),y

′(t)))

+ ξj−1(t,y(t)) · ∂N+jL(t,y(t),y
′(t)) ·

1

kα(b, t)

d

dt
kα(b, t)

)

= 0,

along any extremal of (22). Let us consider kernel kα(b, t) = eα(b−t) and the
Lagrangian for a three dimensional system:

L (y, ẏ) =
1

2
m
(

ẏ1
2 + ẏ2

2 + ẏ3
2
)

− V (y),

where V (y) is the potential energy and m stands for the mass. Observe that an
explicitly time dependent integrand L̃ = eα(b−t)L of functional (22) is known in
the literature as the Bateman–Caldirola–Kanai (BCK) Lagrangian of a quantum
dissipative system (Menon et al., 1997; Ghosh et al., 2009). But in our case the
Lagrangian of the system is L and not eα(b−t)L. The Euler–Lagrange equations
(23) give the following system of second order ordinary differential equations:











ÿ1(t)− αẏ1(t) = − 1
m
∂1V (y(t))

ÿ2(t)− αẏ2(t) = − 1
m
∂2V (y(t))

ÿ3(t)− αẏ3(t) = − 1
m
∂3V (y(t)).

If γ := −α, then

ÿi + γẏi +
1

m

∂V

∂yi
= 0, (24)

i = 1, 2, 3, which are equations for the damped motion of a three-dimensional

particle under the action of a force
[

− ∂V
∂y1

,− ∂V
∂y2

,− ∂V
∂y3

]

(see, e.g., Herrera et al.,
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1986). Choosing V := k
y2

1
+y2

2
+y2

3

2 , we can transform (24) into equations for a
damped simple harmonic oscillator:

ÿi(t) + γẏi(t) + ω2yi(t) = 0,

i = 1, 2, 3, with ω2 = k
m

. Now, let us consider the following Lagrangian:

L (y, ẏ) =
1

2
m
(

ẏ1
2 + ẏ2

2 + ẏ3
2
)

−mgy23. (25)

We see at once that the Lagrangian (25) is invariant under the transformation

ŷ1 = y1 + ε, ŷ2 = y2, ŷ3 = y3.

In this case Noether’s theorem gives

d

dt
(mẏ1) = αmẏ1. (26)

If α = 0, then there is no friction and (26) yields the classical conservation of
linear momentum p1 = mẏ1 = const. Observe that the generalized momentum
conjugate to yi is pi = ∂L

∂ẏi
= mẏi, i = 1, 2, 3. This is not the case for the

BCK Lagrangian (Ghosh et al., 2009), where the canonical momentum for yi is
p̃i = eα(b−t)mẏi, i = 1, 2, 3, that is different from the kinetic momentum. Now,
let us suppose that L is variationally invariant under the transformation

ŷ1 = y1 cos ε+ y2 sin ε, ŷ2 = −y1 sin ε+ y2 cos ε, ŷ3 = y3.

Then ξ1 = y2, ξ2 = −y1 and ξ3 = 0. For this case Noether’s theorem yields

d

dt
(mẏ1y2 −my1ẏ2)− αm(ẏ1y2 − y1ẏ2) = 0. (27)

Note that for α = 0 relation (27) gives the standard conservation law p1y2 −
p2y1 = const yielded by the classical Noether theorem (van Brunt, 2004, Section
9.3).
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