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1. Introduction

In set-valued analysis, one of the most popular and useful higher-order derivatives

is the following contingent derivative introduced by Aubin (1981). LetX and Y be

normed spaces, F : X → 2Y , y0 ∈ F (x0), and (u1, v1), ..., (um−1, vm−1) ∈ X × Y .

The value at u ∈ X of the contingent derivative of orderm of F at (x0, y0) relative

to (u1, v1), ..., (um−1, vm−1) is

DmF (x0, y0, u1, v1, ..., um−1, vm−1)(u) := {v ∈ Y : ∃tn → 0+, ∃(un, vn) → (u, v),

∀n, y0 + tnv1 + ...+ tm−1
n vm−1 + tmn vn ∈ F (x0 + tnu1 + ...+ tm−1

n um−1 + tmn un)}.
∗Submitted: May 2013; Accepted: January 2014
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Observe that DmF (x0, y0, u1, v1, ..., um−1, vm−1)(u) is nonempty only if v1 ∈
DF (x0, y0)(u1), ..., vm−1 ∈ Dm−1F (x0, y0, u1, v1, ..., um−2, vm−2)(um−1). In

Studniarski (1986), another higher-order derivative was proposed, but only for

an extended-real-valued function. As a direct extension to the case of a set-

valued map, we have: the value at u ∈ X of the Studniarski derivative of order

m of F at (x0, y0) is

DmF (x0, y0)(u) := {v ∈ Y : ∃tn → 0+, ∃(un, vn) → (u, v), ∀n,

y0 + tmn vn ∈ F (x0 + tnun)}.

We can write the following two equivalent formulations for this derivative,

where Limsup is the Painlevé-Kuratowski upper set-limit,

DmF (x0, y0)(u) = Limsup
(t,u′)→(0+,u)

F (x0 + tu′)− y0
tm

,

and, by setting (xn, yn) := (x0+ tnun, y0+ tmn vn), γn = t−1
n , and grF as the graph

of F ,

DmF (x0, y0)(u) = {v ∈ Y : ∃γn > 0, ∃(xn, yn) ∈ grF : (xn, yn) → (x0, y0),

(γn(xn − x0), γ
m
n (yn − y0)) → (u, v)}.

In nonsmooth optimization, this object was applied in obtaining optimality

conditions, e.g., in Studniarski (1986), Jiménez (2003), Jimenez and Novo (2008),

Luu (2008), Sun and Li (2012), and Li et al. (2012), and in discussing sensitivity

analysis in Sun and Li (2011).

In Anh et al. (2011) and Diem et al. (2013), several notions of higher-order

derivatives were developed, combining the Studniarski derivative and the exten-

sion of the radial derivative proposed in Taa (1998) (for the first-order) to higher

orders. In that way, global (not local as with the above two derivatives) higher-

order optimality conditions were established for nonconvex optimization. (The

main technical change in the above definitions is replacing ∃tn → 0+ by ∃tn > 0.)

But for some other topics like sensitivity analysis or implicit function theorems,

this may be inconvenient. In Diem et al. (2013), further modifications of the

derivatives of Anh et al. (2011) were introduced in order to obtain other objects

suitable for higher-order sensitivity analysis.

In this paper we return to the Studniarski derivative proposed in Studniarski

(1986), since it is simpler than the derivatives in Anh et al. (2011) and Diem et

al. (2013). Namely, we are concerned with two topics. First, we develop calculus
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rules for this derivative, observing that these rules have not been studied, but a

kind of derivatives is significant only if it is endowed with sufficiently developed

calculus rules. Next, we use the Studniarski derivative to sensitivity analysis and

implicit function theorems to ensure that we can investigate the issues that are

difficult for the derivatives considered in Anh et al. (2011).

Throughout the paper, if not otherwise specified, let X , Y , Z be normed

spaces, and C ⊂ Y a closed convex cone. For a subset A of a normed space,

clA denotes its closure. BY stands for the closed unit ball in Y . U(x0) and

U(y0) are used for the collections of the neighborhoods of x0 in X and of y0 in

Y , respectively. N, R, and R
n
+ are the set of the natural numbers, the set of

the real numbers, and the nonnegative orthant of the n-dimensional space. For a

set-valued map F : X → 2Y , its profile map F+ is defined by F+(x) := F (x) +C.

The domain, graph, and epigraph of F are defined as

domF = {x ∈ X : F (x) 6= ∅}, grF = {(x, y) ∈ X × Y : y ∈ F (x)}, epiF = grF+.

The closure map of F , denoted by clF , is defined by gr(clF ) := cl(grF ). If

(clF )(x) = F (x), one says that F is closed at x.

DEFINITION 1.1 Let F : X → 2Y , (x0, y0) ∈ grF .

(i) F is a convex map on a convex set S ⊂ X if, for all λ ∈ [0, 1] and x1, x2 ∈ S,

(1− λ)F (x1) + λF (x2) ⊂ F ((1 − λ)x1 + λx2).

(ii) F is lower semicontinuous at (x0, y0) if, for each V ∈ U(y0), there is some

neighborhood U ∈ U(x0) such that for each x ∈ U , V ∩ F (x) 6= ∅.
(iii) F is locally pseudo-Hölder calm of order m at (x0, y0) ∈ grF if ∃λ > 0,

∃U ∈ U(x0), ∃V ∈ U(y0), ∀x ∈ U ,

F (x) ∩ V ⊂ {y0}+ λ||x− x0||mBY .

When m = 1, the word “Hölder” is replaced by “Lipschitz”. If V = Y , then

“locally pseudo-Hölder calm” is replaced by “locally Hölder calm”.

EXAMPLE 1.1 (i) The set-valued map F : R → 2R defined by F (x) = {y : −x2 ≤
y ≤ x2} is locally pseudo-Hölder calm of order 2 at (0, 0).

(ii) Let F : R → 2R be defined by

F (x) =

{

{0, 1/x}, if x 6= 0,

{0, (1/n)n∈N}, if x = 0.

For any m ≥ 1, F is not locally pseudo-Hölder calm of order m at (0, 0).

Observe that if F is locally pseudo-Hölder calm (or locally Hölder calm) of

order m at (x0, y0), it is also locally pseudo-Hölder calm (locally Hölder calm,
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respectively) of order n at (x0, y0) for all m > n. However, the converse may not

hold. The following example shows the case.

EXAMPLE 1.2 Let F : R → 2R be defined by

F (x) =

{

{x2sin(1/x)}, if x 6= 0,

{0}, if x = 0.

Obviously, F is locally Hölder calm of order 2 at (0, 0), but F is not locally Hölder

calm of order 3 at (0, 0).

2. Studniarski’s derivatives

Let F : X → 2Y , (x0, y0) ∈ grF , u ∈ X , and m ≥ 1.

DEFINITION 2.1 Let F : X → 2Y and (x0, y0) ∈ grF .

(i) (Li et al., 2012) The mth-order Studniarski derivative of F at (x0, y0) is

defined by, for u ∈ X ,

DmF (x0, y0)(u) = Limsup
(t,u′)→(0+,u)

F (x0 + tu′)− y0
tm

,

or, equivalently,

DmF (x0, y0)(u) = {v ∈ Y : ∃tn → 0+, ∃(un, vn) → (u, v), ∀n,

y0 + tmn vn ∈ F (x0 + tnun)}.

(ii) (Sun and Li, 2012) The lower mth-order Studniarski derivative of F at

(x0, y0) is defined by, for u ∈ X ,

Dm
l F (x0, y0)(u) = {v ∈ Y : ∀tn → 0+, ∀un → u, ∃vn → v, ∀n,

y0 + tmn vn ∈ F (x0 + tnun)}.

(iii) If DmF (x0, y0)(u) = Dm
l F (x0, y0)(u) for all u ∈ X , then DmF (x0, y0) is

called the mth-order proto Studniarski derivative of F at (x0, y0).

(iv) (Sun and Li, 2012) If

DmF (x0, y0)(u) = {v ∈ Y : ∀tn → 0+, ∃(un, vn) → (u, v), ∀n,

y0 + tmn vn ∈ F (x0 + tnun)},

then DmF (x0, y0) is called the mth-order strict Studniarski derivative of F at

(x0, y0).
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EXAMPLE 2.1 Let X = Y = R and Fn : X → 2Y , n ∈ N, be defined by

Fn(x) = {y ∈ Y : y ≥ xn} for x ∈ X . By direct calculations, we can find the

mth-order Studniarski derivative of Fn at (x0, y0) = (0, 0) as follows:

If m = n, then DmFn(x0, y0)(u) = {y ∈ Y : y ≥ un} for u ∈ X .

If m < n, then DmFn(x0, y0)(u) = R+ for u ∈ X .

If m > n, then

DmFn(x0, y0)(u) =











R, if n = 2k − 1 (k = 1, 2, ..) and u ≤ 0,

R+, if n = 2k (k = 1, 2, ..) and u = 0,

∅, otherwise.

In the following example, we compute the Studniarski derivative of a map into

an infinite dimensional space.

EXAMPLE 2.2 Let X = R and Y = l2, the Hilbert space of the numerical

sequences x = (xi)i∈N with
∑

∞

i=1 x
2
i being convergent. By (ei)i∈N we denote the

standard unit basis of l2. Let F : X → 2Y be defined by

F (x) =











{ 1
n
(−e1 + 2en)}, if x =

1

n
,

{0}, otherwise,

and (x0, y0) = (0, 0). We see that v ∈ DmF (x0, y0)(u) means the existence of

tk → 0+, uk → u, and vk → v such that

y0 + tmk vk ∈ F (x0 + tkuk). (2.1)

For all u ∈ X , we can choose tk → 0+, uk → u such that tkuk 6= 1/k. So, for

all u ∈ X , {0} ⊂ DmF (x0, y0)(u). We now prove that, for each v ∈ Y \ {0},
v 6∈ DmF (x0, y0)(u) for any u ∈ X . Suppose, to the contrary, that there exist

u ∈ U and v ∈ Y \ {0} such that v ∈ DmF (x0, y0)(u), i.e., there are tk → 0+,

uk → u, vk → v such that (2.1) holds. If tkuk 6= 1/k for infinitely many k ∈ N,

we get a contradiction easily. Hence, assume that tkuk = 1/k. Then, (2.1)

becomes vk =
1

ktmk
(−e1 + 2ek). If 1/kt

m
k → +∞, we get a contradiction with

the convergence of the sequence (−e1 + 2ek)/kt
m
k . Suppose 1/ktmk → a ≥ 0. As

e1/kt
m
k → ae1, the sequence ek/kt

m
k converges to some c, i.e.,

|| 2

ktmk
ek − c||2 → 0,

that is,

|| 2

ktmk
ek − c||2 = (

2

ktmk
)2 + ||c||2 + 2

〈

2

ktmk
ek,−c

〉

→ 0. (2.2)
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Since (ek) converges to 0 with respect to the weak topology, then 〈ek,−c〉 →
0. From (2.2), we get 4a2 + ||c||2 = 0. If a = 0, then c = v (6= ∅) since

(−e1 + 2ek)/kt
m
k → v. If a > 0, then 4a2 + ||c||2 6= 0. Therefore, we always have

a contradiction. Thus, for all u ∈ X , Dmf(x0, y0)(u) = {0}.
We now present a condition for mth-order Studniarski’s derivatives to be

nonempty.

PROPOSITION 2.1 Let dimY < +∞, (x0, y0) ∈ grF , and x0 ∈ int(domF ).

Suppose that

(i) F is lower semicontinuous at (x0, y0);

(ii) F is locally pseudo-Hölder calm of order m at (x0, y0).

Then, DmF (x0, y0)(x) 6= ∅ for all x ∈ X.

Proof. For x = 0, this is trivial because we always have 0 ∈ DmF (x0, y0)(0). By

assumption (ii), there exist λ > 0, U1 ∈ U(x0) and V ∈ U(y0) such that, for all

x′ ∈ U1,

F (x′) ∩ V ⊂ {y0}+ λ||x′ − x0||mBY .

By assumption (i), with V above, there exists U2 ∈ U(x0) such that ∀x̂ ∈ U2,

V ∩F (x̂) 6= ∅. By setting Û = U1∩U2, we get Û ∈ U(x0). Let an arbitrary x ∈ X

(x 6= 0) and tn → 0+. Because x0 + tnx → x0, we get x0 + tnx ∈ Û for large n.

Hence, there eixsts yn ∈ F (x0 + tnx) ∩ V such that t−m
n ||yn − y0|| ≤ λ||x||m. So,

t−m
n (yn − y0) is a bounded sequence and hence has a convergent subsequence. By

definition, the limit of this subsequence is an element of DmF (x0, y0)(x). �

EXAMPLE 2.3 (assumption (ii) is essential) Let F : R → 2R be defined by

F (x) =



















{x1/3}, if 0 ≤ x ≤ 1,

{x}, if x > 1,

{−x}, if − 1 ≤ x < 0,

{−x1/3}, if x < −1.

Direct computations yield that DmF (0, 0)(1) = ∅ for all m ≥ 1. Here, F is lower

semicontinuous at (0, 0), but the locally pseudo-Hölder calmness of order m at

(0, 0) fails.

EXAMPLE 2.4 (assumption (i) cannot be dropped) Let F : R → 2R be defined

by

F (x) =

{

{1}, if x = 0,

{y : y ≤ x}, if x 6= 0.

Then, assumption (ii) is satisfied at (0, 1). Direct calculations give that

DmF (0, 1) (1) = ∅ for all m ≥ 1. The cause is that F is not lower semicontinuous
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at (0, 1), since F is locally pseudo-Holder calm of order m at (0, 1). Indeed, pick

λ = 1, U = {x ∈ R : −1/2 < x < 1/2} and V = {y ∈ R : 1/2 < y < 3/2}. Then,
F (x) = {y ∈ R : y ≤ x} ⊂ (−∞, 1/2) for all x ∈ U \ {0}. Therefore, F (x)∩V = ∅
for all x ∈ U \ {0}, and

F (0) ∩ V = {1} ⊂ {y0}+ ||x||mBY

for all m ≥ 1.

PROPOSITION 2.2 Let F : X → 2Y , (x0, y0) ∈ grF , and F be a convex map and

have a strict Studniarski derivative at (x0, y0). Then, DmF (x0, y0) is convex.

Proof. Let x1, x2 ∈ X and yi ∈ DmF (x0, y0)(x
i), i = 1, 2, i.e., for any tn → 0+,

there exists (xi
n, y

i
n) → (xi, yi) such that, for all n, yin ∈ t−m

n (F (x0 + tnx
i
n)− y0).

Since F is convex, for all λ ∈ [0, 1],

λ(
F (x0 + tnx

1
n)− y0

tmn
) + (1− λ)(

F (x0 + tnx
2
n)− y0

tmn
) ⊂

F (λ(x0 + tnx
1
n) + (1− λ)(x0 + tnx

2
n))− y0

tmn
.

Therefore,

λy1n + (1 − λ)y2n ∈ F (x0 + tn(λx
1
n + (1− λ)x2

n))− y0
tmn

.

Hence, λy1 + (1− λ)y2 ∈ DmF (x0, y0)(λx
1 + (1− λ)x2). �

The next statement is a relation between the Studniarski derivative of F and

that of the profile map.

PROPOSITION 2.3 Let F : X → 2Y , and (x0, y0) ∈ grF . Then, for all x ∈ X,

DmF (x0, y0)(x) + C ⊂ DmF+(x0, y0)(x). (2.3)

If dimY < +∞ and F is locally Hölder calm of order m at (x0, y0), then (2.3)

becomes an equality.

Proof. Let w ∈ DmF (x0, y0)(x) + C, i.e., there exist v ∈ DmF (x0, y0)(x) and

c ∈ C such that w = v + c. We then have sequences tn → 0+, xn → x, and

vn → v such that, for all n,

y0 + tmn (vn + c) ∈ F (x0 + tnxn) + tmn c ⊂ F (x0 + tnxn) + C.

So, v + c ∈ DmF+(x0, y0)(x).
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Let w ∈ DmF+(x0, y0)(x), i.e., there exist tn → 0+, xn → x, wn → w such

that y0 + tmn wn ∈ F (x0 + tnxn) + C. Then, there exist yn ∈ F (x0 + tnxn) and

cn ∈ C satisfying

wn = t−m
n (yn − y0) + t−m

n cn. (2.4)

Because F is locally Hölder calm of order m at (x0, y0), there exists λ > 0 such

that, for large n,

yn ∈ F (x0 + tnxn) ⊂ {y0}+ λ||tnxn||mBY .

So,

t−m
n ||yn − y0|| ≤ λ||xn||m.

Since dimY < +∞, t−m
n (yn − y0) (using a subsequence, if necessary) converges

to some v and v ∈ DmF (x0, y0)(x). From (2.4), the sequence cn/t
m
n converges to

some c ∈ C and w = v + c. Thus, w ∈ DmF (x0, y0)(x) + C. �

Observe that, for the special case of m = 1, (2.3) collapses to the result of

Proposition 2.1 of Tanino (1988) and also of Theorem 3 of Jahn and Rauh (1997).

Moreover, the equality

DmF (x0, y0)(x) + C = DmF+(x0, y0)(x)

asserted in Proposition 2.3 was also asserted in Proposition 2 of Bednarczuk and

Song (1998) for C being a pointed closed convex cone (under assumptions different

from those imposed in Proposition 2.3) since, for such a pointed C, the above

equality implies that

MinDmF+(x0, y0)(x) = Min (DmF (x0, y0)(x)),

where a0 ∈ MinA means (A− a0) ∩ (−C) = {0}, i.e., a0 is a Pareto minimum of

the set A.

3. Calculus rules

PROPOSITION 3.1 (sum rule) Let F1, F2 : X → 2Y , x0 ∈ domF1 ∩ domF2,

yi ∈ F (xi) (i=1,2) and u ∈ X. Suppose either F1 or F2 has an mth-order proto

Studniarski’s derivative at (x0, y1) or (x0, y2), respectively. Then,

DmF1(x0, y1)(u) +DmF2(x0, y2)(u) ⊂ Dm(F1 + F2)(x0, y1 + y2)(u). (3.1)

If, additionally, dimY < +∞ and either F1 or F2 is locally Hölder calm of order

m at (x0, y1) or at (x0, y2), respectively, then (3.1) becomes an equality.
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Proof. Suppose F2 has an mth-order proto Studniarski’s derivative at (x0, y2)

and vi ∈ DmFi(x0, yi)(u), i = 1, 2. For v1, there exist tn → 0+, un → u, and

v1n → v1 such that y1+ tmn v1n ∈ F1(x0+ tnun) for all n. For these tn and un, there

exists v2n → v2 such that y2+tmn v2n ∈ F2(x0+tnun). Hence, y1+y2+tmn (v1n+v2n) ∈
(F1 + F2)(x0 + tnun) and v1 + v2 ∈ Dm(F1 + F2)(x0, y1 + y2)(u).

To consider the equality case, suppose F1 is locally Hölder calm of order m at

(x0, y1). Let v ∈ Dm(F1 + F2)(x0, y1 + y2)(u), i.e., there exist tn → 0+, un → u,

and vn → v such that, for all n,

y1 + y2 + tmn vn ∈ (F1 + F2)(x0 + tnun) = F1(x0 + tnun) + F2(x0 + tnun).

This means that there exist yin ∈ Fi(x0 + tnun), i = 1, 2, such that

vn = t−m
n (y1n − y1) + t−m

n (y2n − y2). (3.2)

Applying a Hölder calmness argument similarly as for Propositions 2.1 and 2.3,

we obtain v1 ∈ DmF1(x0, y1)(u) and v2 ∈ DmF2(x0, y2)(u) such that v2 = v−v1.

Thus, v ∈ DmF1(x0, y1)(u) +DmF2(x0, y2)(u). �

PROPOSITION 3.2 (chain rule) Let F : X → 2Y , G : Y → 2Z , (x0, y0) ∈ grF ,

(y0, z0) ∈ grG, and ImF ⊂ domG.

(i) Suppose G has an mth-order proto Studniarski’s derivative at (y0, z0).

Then, for all u ∈ X,

DmG(y0, z0)(D
1F (x0, y0)(u)) ⊂ Dm(G ◦ F )(x0, z0)(u). (3.3)

If, additionally, dimY < +∞ and F is locally Lipschitz calm at (x0, y0), then

(3.3) becomes an equality.

(ii) Suppose G has a first order proto Studniarski derivative at (y0, z0). Then,

for all u ∈ X,

D1G(y0, z0)(D
mF (x0, y0)(u)) ⊂ Dm(G ◦ F )(x0, z0)(u). (3.4)

If, additionally, dimY < +∞ and F is locally Hölder calm of order m at (x0, y0),

then (3.4) becomes an equality.

Proof. By the similarity, we prove only (i). Let w ∈ DmG(y0, z0)(D
1F (x0, y0)(u)),

i.e., there exists v ∈ D1F (x0, y0)(u) such that w ∈ DmG(y0, z0)(v). There exist

tn → 0+, un → u, and vn → v such that, for all n, y0+tnvn ∈ F (x0+tnun). With

tn, vn above, we have wn → w such that, for all n, z0+ tmn wn ∈ G(y0 + tnvn). So,

z0 + tmn wn ∈ G(F (x0 + tnun)). Thus, w ∈ Dm(G ◦ F )(x0, z0)(u).

Let w ∈ Dm(G◦F )(x0, z0)(u), i.e., there exist tn → 0+, un → u, and wn → w

such that z0 + tmn wn ∈ G(F (x0 + tnun)) for all n. Then, there exists yn ∈
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F (x0+ tnun) such that z0+ tmn wn ∈ G(yn). Due to the local Lipschitz calmness of

F and the finiteness of dimY , the sequence vn := t−1
n (yn − y0), or a subsequence,

converges to some v and v ∈ D1F (x0, y0)(u). This implies that z0 + tmn wn ∈
G(y0 + tnvn) and hence w ∈ DmG(y0, z0)(v). �

We next discuss calculus rules for the following operations.

DEFINITION 3.1 (i) For F1, F2 : X → 2R
k

, R
k being an Euclidean space,

the product of F1 and F2 is the set-valued map 〈F1, F2〉 : X → 2R defined by

〈F1, F2〉 (x) := {〈y1, y2〉 : y1 ∈ F1(x), y2 ∈ F2(x)} .
(ii) For F1, F2 : X → 2R, the quotient of F1 and F2 is the set-valued map

F1/F2 : X → 2R defined by (F1/F2)(x) := {y1/y2 : y1 ∈ F1(x), y2 ∈ F2(x), y2 6= 0} .
PROPOSITION 3.3 (product rule) Let F1, F2 : X → 2R

k

, x0 ∈ domF1 ∩ domF2,

yi ∈ Fi(x0), i=1,2. Suppose either F1 or F2 has an mth-order proto Studniarski’s

derivative at (x0, y1) or (x0, y2), respectively. Then, for all u ∈ X,

〈y2, DmF1(x0, y1)(u)〉+ 〈y1, DmF2(x0, y2)(u)〉 ⊂ Dm(〈F1, F2〉)(x0, 〈y1, y2〉)(u).
(3.5)

If, additionally, both Fi are locally Hölder calm of order m at (x0, yi), then (3.5)

becomes an equality.

Proof. Suppose F2 has an mth-order proto Studniarski’s derivative at (x0, y2)

and vi ∈ DmFi(x0, yi)(u), i = 1, 2. Then, there exist tn → 0+, un → u, v1n → v1,

and v2n → v2 such that, for all n, y1 + tmn v1n ∈ F1(x0 + tnun) and y2 + tmn v2n ∈
F2(x0 + tnun). We have

〈

y1 + tmn v1n, y2 + tmn v2n
〉

= 〈y1, y2〉+ tmn (
〈

y1, v
2
n

〉

+
〈

y2, v
1
n

〉

+ tmn
〈

v1n, v
2
n

〉

),

and
〈

y1 + tmn v1n, y2 + tmn v2n
〉

∈ 〈F1, F2〉 (x0 + tnun).

This implies that
〈

y1, v
2
〉

+
〈

y2, v
1
〉

∈ Dm(〈F1, F2〉)(x0, 〈y1, y2〉)(u).
Let v ∈ Dm(〈F1, F2〉)(x0, 〈y1, y2〉)(u), i.e., there exist tn → 0+, un → u,

vn → v, and yin ∈ Fi(x0+ tnun) such that 〈y1, y2〉+ tmn vn =
〈

y1n, y
2
n

〉

for all n. We

have
〈

y1n, y
2
n

〉

=
〈

y1n − y1 + y1, y
2
n − y2 + y2

〉

=

=
〈

y1n − y1, y
2
n − y2

〉

+
〈

y1n − y1, y2
〉

+
〈

y2n − y2, y1
〉

+ 〈y1, y2〉 .

This implies that

vn =

〈

y1n − y1
tmn

, y2

〉

+

〈

y2n − y2
tmn

, y1

〉

+ tmn

〈

y1n − y1
tmn

,
y2n − y2

tmn

〉

. (3.6)
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Because Fi are locally Hölder calm of order m at (x0, yi), there exist Li > 0 such

that, for i = 1, 2 and large n,

yin ∈ Fi(x0 + tmn un) ⊂ {yi}+ Li||tnun||mBY .

This implies that there exists a subsequence {nk} such that t−m
nk

(yink
− yi) con-

verges to some vi ∈ R
k and vi ∈ DmFi(x0, yi)(u), i = 1, 2. Thus, from (3.6),

v ∈ 〈DmF1(x0, y1)(u), y2〉+ 〈DmF2(x0, y2)(u), y1〉. �

PROPOSITION 3.4 (quotient rule) Let F1, F2 : X → 2R, x0 ∈ domF1 ∩ domF2,

and yi ∈ Fi(x0) (i=1,2) with y2 6= 0. Suppose either F1 or F2 has an mth-order

proto Studniarski’s derivative at (x0, y1) or (x0, y2), respectively. Then, for all

u ∈ X,

1

y22
(y2D

mF1(x0, y1)(u)−y1D
mF2(x0, y2)(u)) ⊂ Dm((F1/F2)(x0, y1/y2)(u). (3.7)

If, in addition, F2 is locally Hölder calm of order m at (x0, y2), then (3.7) becomes

an equality.

Proof. Assume that F2 has anmth-order proto Studniarski’s derivative at (x0, y2)

and vi ∈ DmFi(x0, yi)(u), i = 1, 2. There exist tn → 0+, un → u, and v1n → v1

such that y1 + tmn v1n ∈ F1(x0 + tnun) for all n. With these tn, un, there exists

v2n → v2 such that y2 + tmn v2n ∈ F2(x0 + tnun). We have

y1 + tmn v1n
y2 + tmn v2n

=
y1
y2

+ tmn (
y2v

1
n − y1v

2
n

y22 + tmn v2ny2
) ∈ (F1/F2)(x0 + tnun).

This implies that y−2
2 (y2v

1 − y1v
2) ∈ Dm((F1/F2)(x0, y1/y2)(u).

Let v ∈ Dm(F1/F2)(x0, (y1/y2))(u), i.e., there exist tn → 0+, un → u, and

vn → v such that (y1/y2) + tmn vn ∈ (F1/F2)(x0 + tnun) for all n. So, there exist

yin ∈ Fi(x0 + tnun) such that (y1/y2) + tmn vn = y1n/y
2
n. Therefore,

y1n
y2n

=
y1
y2

+
y2(y

1
n − y1)− y1(y

2
n − y2)

y22 + y2(y2n − y2)
,

and hence

vn =
y2(y

1
n − y1)/t

m
n − y1(y

2
n − y2)/t

m
n

y22 + tmn y2(y2n − y2)/tmn
. (3.8)

Applying a Hölder calmness argument as above, we obtain v2 ∈ DmF2(x0, y2)(u)

and v1 ∈ DmF1(x0, y1)(u) such that v = y−2
2 (y2v

1 − y1v
2). Thus,

v ∈ y−2
2 (y2D

mF1(x0, y1)(u)− y1D
mF2(x0, y2)(u).

�
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COROLLARY 3.5 (reciprocal rule) Let F : X → 2R, y0 ∈ F (x0) with y0 6= 0, and

u ∈ X. Then,

−y−2
0 DmF (x0, y0)(u) ⊂ Dm(1/F )(x0, 1/y0)(u). (3.9)

If, in addition, F is locally Hölder calm of order m at (x0, y0), then (3.9) becomes

an equality.

In the rest of this section, we discuss other sum and chain rules, which may

be more useful in some cases (see, e.g., Section 4). To investigate the sum M +N

of multifunctions M,N : X → 2Y , we express M +N as a composition as follows:

Define F : X → 2X×Y and G : X × Y → 2Y by, for I being the identity map on

X and (x, y) ∈ X × Y ,

F = I ×M and G(x, y) = y +N(x). (3.10)

Then, clearly M +N = G ◦ F .

First, we develop a chain rule. Let general multimaps F : X → 2Y and G :

Y → 2Z be considered. The so-called resultant set-valued map C : X × Z → 2Y

is defined by

C(x, z) := F (x) ∩G−1(z).

Then, domC = gr(G ◦ F ). We need the following compactness property:

DEFINITION 3.2 (Penot, 1983) A set-valued map H : X → 2Y is said to be

compact at x ∈ cl(domH) if any sequence yn ∈ H(xn) satisfying xn → x has a

convergent subsequence.

Note that when H is compact at x, the image H(x) still may be not closed.

Simply think of H : R → 2R equal to (0, 1) if x = 0, and to {0} if x 6= 0. Then,

H is compact at 0, but H(0) = (0, 1) is not closed.

We define other kinds of mth-order Studniarski’s derivatives of G ◦ F with

respect to variable y as follows.

DEFINITION 3.3 Let ((x, z), y) ∈ grC.

(i) The mth-order y-Studniarski derivative of G ◦F at ((x, z), y) is defined as,

for u ∈ X ,

Dm(G ◦y F )(x, z)(u) = {w ∈ Z : ∃tn → 0+, ∃(un, yn, wn) → (u, y, w), ∀n,
yn ∈ C(x + tnun, z + tmn wn)}.

(ii) For an integer k, the mth-order pseudo-Studniarski derivative of the map

C at (x, z) with respect to k is defined as, for (u,w) ∈ X × Z,

D
m(k)
ps C((x, z), y)(u,w) = {y ∈ Y : ∃tn → 0+, ∃(un, yn, wn) → (u, y, w), ∀n,

y + tknyn ∈ C(x + tnun, z + tmn wn)}.
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If k = m, the set in Definition 3.3(ii) is denoted shortly byDm
psC((x, z), y)(u,w).

One has a relationship between Dm(G ◦y F )(x, z)(u) and Dm(G ◦ F )(x, z)(u) in

the following statement:

PROPOSITION 3.6 Let (x, z) ∈ gr(G ◦ F ) and u ∈ X.

(i) For y ∈ C(x, z), one has

Dm(G ◦y F )(x, z)(u) ⊂ Dm(G ◦ F )(x, z)(u).

(ii) If C is compact and closed at (x, z), then

⋃

y∈C(x,z)

Dm(G ◦y F )(x, z)(u) = Dm(G ◦ F )(x, z)(u).

Proof. (i) This follows immediately from the definitions.

(ii) “⊂” follows from (i). For “⊃”, let w ∈ Dm(G◦F )(x, z)(u), i.e., there exist

sequences tn → 0+ and (un, wn) → (u,w) such that z+tmn wn ∈ (G◦F )(x+tnun).

So, there exists yn ∈ Y with yn ∈ C(x + tnun, z + tmn wn). Since C is compact

at (x, z), yn (or a subsequence) has a limit y. Since (x + tnun, z + tmn wn, yn) →
(x, z, y), (x, z, y) ∈ cl(grC) = gr(clC). It follows from the closedness of C at

(x, z) that y ∈ C(x, z), and w ∈ Dm(G ◦y F )(x, z)(u) with this y. �

The first chain rule for G ◦ F using these new Studniarski derivatives is

PROPOSITION 3.7 Let (x, z) ∈ gr(G ◦ F ) and y ∈ C(x, z). Suppose, for all

(u,w) ∈ X × Z,

DmF (x, y)(u) ∩ (D1G(y, z))−1(w) ⊂ Dm
psC((x, z), y)(u,w). (3.11)

Then,

D1G(y, z)[DmF (x, y)(u)] ⊂ Dm(G ◦y F )(x, z)(u).

Proof. Let v ∈ D1G(y, z)[DmF (x, y)(u)], i.e., there exists y ∈ DmF (x, y)(u) such

that y ∈ (D1G(y, z))−1(v). Then, (3.11) ensures that y ∈ Dm
psC((x, z), y)(u, v).

This means the existence of tn → 0+ and (un, yn, vn) → (u, y, v) such that y +

tmn yn ∈ C(x+ tnun, z+ tmn vn) for all n. We have yn := y+ tmn yn ∈ C(x+ tnun, z+

tmn vn). So, v ∈ Dm(G ◦y F )(x, z)(u) and we are done. �

PROPOSITION 3.8 Let (x, z) ∈ gr(G ◦ F ) and y ∈ C(x, z). Suppose, for all

(u,w) ∈ X × Z,

D1F (x, y)(u) ∩ (DmG(y, z))−1(w) ⊂ Dm(1)
ps C((x, z), y)(u,w). (3.12)
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Then,

DmG(y, z)[D1F (x, y)(u)] ⊂ Dm(G ◦y F )(x, z)(u).

Proof. The proof is similar to that of Proposition 3.7. �

Note that, when m = 1, we have (D1G(y, z))−1 = D1G−1(z, y). However, this

is not true for m ≥ 2 as shown in the following example.

EXAMPLE 3.1 Let F : R → R be defined by F (x) = x2. Then,

F−1(y) =

{

{−√
y,
√
y}, if y ≥ 0,

∅, if y < 0.

Direct computations yield that D1F (0, 0)(u) = {0} for all u ∈ R, which implies

that (D1F (0, 0))−1(0) = R and (D1F (0, 0))−1(v) = ∅ for v 6= 0. It is easy to

check that D1F−1(0, 0) coincides with (D1F (0, 0))−1.

For m = 2, D2F (0, 0)(u) = {u2} for all u ∈ R, which implies

(D2F (0, 0))−1(y) =

{

{−√
y,
√
y}, if y ≥ 0,

∅, if y < 0.

However,

D2F−1(0, 0)(v) =

{

R, if v = 0,

∅, if v 6= 0.

To get a chain rule for Studniarski’s derivatives in the form of equalities,

we first prove the inclusions reverse to those in Propositions 3.7 and 3.8 under

additional assumptions as follows:

PROPOSITION 3.9 Let y ∈ C(x, z) and Y be finite dimensional.

(i) If

Dm
psC((x, z), y)(0, 0) = {0}, (3.13)

then

Dm(G ◦y F )(x, z)(u) ⊂ D1G(y, z)[DmF (x, y)(u)].

(ii) If

Dm(1)
ps C((x, z), y)(0, 0) = {0}, (3.14)

then

Dm(G ◦y F )(x, z)(u) ⊂ DmG(y, z)[D1F (x, y)(u)].
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Proof. By the similarity, we prove only (i). Let w ∈ Dm(G ◦y F )(x, z)(u), i.e.,

there exist tn → 0+ and (un, yn, wn) → (u, y, w) such that yn ∈ C(x + tnun, z +

tmn wn) for all n. If yk = y for infinitely many k ∈ N, one has 0 ∈ DmF (x, y)(u),

w ∈ D1G(y, z)(0) and we are done. Thus, suppose yn 6= y for all n and, for

sn := ||yn − y||1/m, the sequence vn := s−m
n (yn − y) or some subsequence has a

limit v of norm one. If tn/sn → 0, since

y + smn vn = yn ∈ C(x + sn(
tnun

sn
), z + smn (

tmn wn

smn
)),

one sees that v ∈ Dm
psC((x, z), y)(0, 0), contradicting (3.13). Consequently, t−1

n sn

has a bounded subsequence and one may assume that t−1
n sn tends to q ∈ R+. So,

y + tmn (smn vn/t
m
n ) = yn ∈ C(x+ tnun, z + tmn wn)

and then one gets qmv ∈ Dm
psC((x, z), y)(u,w). It follows from the definition of

Dm
psC((x, z), y)(u,w) that qmv ∈ DmF (x, y)(u) and w ∈ D1G(y, z)(qmv). �

Combining Propositions 3.6-3.9, we arrive at the following chain rule:

PROPOSITION 3.10 Suppose Y is finite dimensional and (x, z) ∈ gr(G ◦ F ) is

such that C is compact and closed at (x, z).

(i) Assume that (3.13) holds for every y ∈ C(x, z). Then,

Dm(G ◦ F )(x, z)(u) ⊂
⋃

y∈C(x,z)

D1G(y, z)[DmF (x, y)(u)]. (3.15)

If, additionally, (3.11) holds for every y ∈ C(x, z), then (3.15) is an equality.

(ii) Assume that (3.14) holds for every y ∈ C(x, z). Then,

Dm(G ◦ F )(x, z)(u) ⊂
⋃

y∈C(x,z)

DmG(y, z)[D1F (x, y)(u)]. (3.16)

If, additionally, (3.12) holds for every y ∈ C(x, z), then (3.16) is an equality.

Now we apply the preceding chain rules to establish sum rules for M,N : X →
2Y . For this purpose we use F : X → 2X×Y and G : X × Y → 2Y defined in

(3.10). For (x, z) ∈ X × Y , set

S(x, z) := M(x) ∩ (z −N(x)).

Then, the so-called resultant map C : X × Y → 2X×Y associated to these F and

G is

C(x, z) = {x} × S(x, z).
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Given ((x, z), y) ∈ grS, the mth-order y-Studniarski derivative of M + N at

(x, z) is defined as, for u ∈ X ,

Dm(M +y N)(x, z)(u) := {w ∈ Y : ∃tn → 0+, ∃(un, yn, wn) → (u, y, w), ∀n,

yn ∈ S(x+ tnun, z + tmn wn)}.

Observe that

Dm(M +y N)(x, z)(u) = Dm(G ◦y F )(x, z)(u). (3.17)

One has a relationship between Dm(M +y N)(x, z)(u) and Dm(M +N)(x, z)(u)

as noted in the next statement.

PROPOSITION 3.11 Let (x, z) ∈ gr(M +N) and y ∈ S(x, z).

(i) Dm(M +y N)(x, z)(u) ⊂ Dm(M +N)(x, z)(u).

(ii) If S is compact and closed at (x, z), then

⋃

y∈S(x,z)

Dm(M +y N)(x, z)(u) = Dm(M +N)(x, z)(u).

Proof. (i) This is an immediate consequence of the definitions.

(ii) When S is compact and closed at (x, z), C is compact and closed at (x, z).

Hence, the equality in Proposition 3.6(ii) holds. In view of (3.17), this relation

implies the required equality. �

For higher-order sum rules, we have

PROPOSITION 3.12 Let (x, z) ∈ gr(M + N) and y ∈ S(x, z). Suppose, for all

(u, v) ∈ X × Y ,

DmM(x, y)(u) ∩ [v −DmN(x, z − y)(u)] ⊂ Dm
psS((x, z), y)(u, v). (3.18)

Then,

DmM(x, y)(u) +DmN(x, z − y)(u) ⊂ Dm(M +y N)(x, z)(u).

Proof. Let w ∈ DmM(x, y)(u) + DmN(x, z − y)(u), i.e., there exists y ∈
DmM(x, y)(u) such that y ∈ w −DmN(x, z − y)(u). Hence, (3.18) ensures that

y ∈ Dm
psS((x, z), y)(u,w). Therefore, there exist tn → 0+ and (un, yn, wn) →

(u, y, w) such that y + tmn yn ∈ S(x+ tnun, z + tmn wn). Setting yn = y + tmn yn, we

have yn ∈ S(x+ tnun, z + tmn wn). Consequently, w ∈ Dm(M +y N)(x, z)(u). �
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We can impose an additional condition to get equalities in the above sum rules

as follows:

PROPOSITION 3.13 Let Y be finite dimensional and (x, z) ∈ gr(M +N).

(i) Suppose, for y ∈ S(x, z),

Dm
psS((x, z), y))(0, 0) = {0}. (3.19)

Then,

Dm(M +y N)(x, z)(u) ⊂ DmM(x, y)(u) +DmN(x, z − y)(u).

(ii) If S is compact and closed at (x, z) and (3.19) holds for every y ∈ S(x, z),

then one has

Dm(M +N)(x, z)(u) ⊂
⋃

y∈S(x,z)

(DmM(x, y)(u) +DmN(x, z − y)(u)). (3.20)

If, additionally, (3.18) holds for every y ∈ S(x, z), then (3.20) becomes an equal-

ity.

Proof. (i) Letw ∈ Dm(M+yN)(x, z)(u), i.e., there exist tn → 0+ and (un, yn, wn) →
(u, y, w) such that, for all n, yn ∈ S(x+ tnun, z + tmn wn). If yk = y for infinitely

many k ∈ N, one has 0 ∈ DmM(x, y)(u) and w ∈ DmN(x, z − y)(u), and we are

done. Thus, suppose yn 6= y for all n and, for sn := ||yn − y||1/m, the sequence

vn := s−m
n (yn − y) converges to some v of norm one. If tn/sn → 0, since

y + smn vn = yn ∈ S(x+ sn(
tnun

sn
), z + smn (

tmn wn

smn
)),

one sees that v ∈ Dm
psS((x, z), y)(0, 0), contradicting (3.19). Consequently, sn/tn

has a bounded subsequence and we may assume that sn/tn tends to q ∈ R+. So,

y + tmn (
smn
tmn

vn) = yn ∈ S(x+ tnun, z + tmn wn)

and then qmv ∈ Dm
psS((x, z), y)(u,w). It follows from the definition ofDm

psS((x, z), y)

(u,w) that qmv ∈ DmM(x, y)(u) and w − qmv ∈ DmN(x, z − y)(u).

(ii) This follows from (i) and Propositions 3.11 and 3.12. �

Next, we define two other mth-order Studniarski’s derivatives, which are slight

modifications of those in the above definitions and suitable for applications to

variational inequalities in Section 4. Let P be also a normed space, F : P ×X →
2Y and N : P ×X → 2Y . Let Ŝ : P ×X × Y → 2Y be given by

Ŝ(p, x, y) := F (p, x) ∩ (y −N(p, x)).
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DEFINITION 3.4 Given y0 ∈ Ŝ(p, x, y) and (u, v) ∈ P ×X , we define

Dm(F+y0
N)((p, x), y)(u, v) := {w ∈ Y : ∃tn → 0+, ∃(un, vn, yn, wn) → (u, v, y0, w),

yn ∈ Ŝ(p+ tnun, x+ tmn vn, y + tmn wn)},
and

Dm
psŜ((p, x, y), y0)(u, v, s) := {w ∈ Y : ∃tn → 0+, ∃(un, vn, sn, wn) → (u, v, s, w),

y0 + tmn wn ∈ Ŝ(p+ tnun, x+ tmn vn, y + tmn sn)}.
PROPOSITION 3.14 Let Y be finite dimensional and ((p, x), y) ∈ gr(F +N).

(i) Suppose, for y0 ∈ Ŝ(p, x, y),

Dm
psŜ((p, x, y), y0))(0, 0, 0) = {0}. (3.21)

Then,

Dm(F +y0
N)((p, x), y)(u, v) ⊂ Dm

psF ((p, x), y0)(u, v)+Dm
psN((p, x), y− y0)(u, v).

(ii) If Ŝ is compact and closed at (p, x, y) and (3.21) holds for every y0 ∈ Ŝ(p, x, y),

then one has

Dm
ps(F +N)((p, x), y)(u, v) ⊂

⋃

y0∈Ŝ(p,x,y)

(Dm
psF ((p, x), y0)(u, v) +Dm

psN((p, x), y − y0)(u, v)).

Proof. (i) Let w ∈ Dm(F +y0
N)((p, x), y)(u, v), i.e., there exist tn → 0+ and

(un, vn, yn, wn) → (u, v, y0, w) such that yn ∈ Ŝ(p+ tnun, x+ tmn vn, y+ tmn wn) for

all n. If yk = y0 for infinitely many k ∈ N, one has 0 ∈ Dm
psF ((p, x), y0)(u, v) and

w ∈ Dm
psN((p, x), y − y0)(u, v), and we are done. Now suppose yn 6= y0 for all n

and, for sn := ||yn − y0||1/m, the sequence ln := s−m
n (yn − y0) converges to some

l of norm one. If tn/sn → 0, since

y0 + smn ln = yn ∈ Ŝ(p+ sn
tnun

sn
, x+ sn(

tmn vn
sn

), y + smn (
tmn wn

smn
)),

one sees that l ∈ Dm
psŜ((p, x, y), y0)(0, 0, 0), contradicting (3.21). Consequently,

one may assume that sn/tn tends to a number q ∈ R+. So,

y0 + tmn (
smn
tmn

ln) = yn ∈ Ŝ(p+ tnun, x+ tmn vn, y + tmn wn)

and thus qml ∈ Dm
psŜ((p, x, y), y0)(u, v, w). By the definition of Dm

psŜ((p, x, y), y0)

(u, v, w), one has qml ∈ Dm
psF ((p, x), y0)(u, v) and w − qml ∈ Dm

psN((p, x), y −
y0)(u, v).
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(ii) We need to prove that, if Ŝ is compact and closed at (p, x, y), then

Dm
ps(F +N)((p, x), y)(u, v) =

⋃

y0∈Ŝ(p,x,y)

Dm(F +y0
N)((p, x), y)(u, v).

In fact, we only need to prove the inclusion “⊂”. Letw ∈ Dm
ps(F+N)((p, x), y)(u, v).

There exist tn → 0+ and (un, vn, wn) → (u, v, w) such that y + tmn wn ∈ F (p +

tnun, x + tmn vn) + N(p + tnun, x + tmn vn) for all n. Then, one can find yn ∈
F (p+ tnun, x+ tmn vn) such that y+ tmn wn − yn ∈ N(p+ tnun, x+ tmn vn). There-

fore, yn ∈ Ŝ(p + tnun, x + tmn vn, y + tmn wn) for all n. Since Ŝ is compact at

(p, x, y), one may assume that yn converges to a point y0. As (p + tnun, x +

tmn vn, y+ tmn wn, yn) → (p, x, y, y0), one has y0 ∈ (cl Ŝ)(p, x, y). It follows from the

closedness of Ŝ at (p, x, y) that y0 ∈ Ŝ(p, x, y). �

4. Applications

4.1. Studniarski’s derivatives of solution maps to inclusions

Let M : P × X → 2Z be a set-valued map between normed spaces. Then, the

map S defined by

S(p) := {x ∈ X : 0 ∈ M(p, x)}, (4.1)

is said to be the solution map of the parametrized inclusion 0 ∈ M(p, x).

THEOREM 4.1 For a solution map S defined by (4.1) and x ∈ S(p), we have, for

p ∈ P ,

DmS(p, x)(p) ⊂ {x ∈ X : 0 ∈ Dm
psM((p, x), 0)(p, x)}.

Proof. Let (p, x) ∈ grDmS(p, x), i.e., there exist sequences pn → p, xn → x, and

tn → 0+ such that x + tmn xn ∈ S(p + tnpn) for all n. This implies that 0 is

an element of the set M(p + tnpn, x + tmn xn). Hence, for zn = 0, the inclusion

0 + tmn zn ∈ M(p+ tnpn, x+ tmn xn) holds, i.e., 0 ∈ Dm
psM((p, x), 0)(p, x). �

In parameterized optimization, we frequently meet M of the form

M(p, x) = F (p, x) +N(p, x), (4.2)

where F : P ×X → 2Z and N : P ×X → 2Z . Let Ŝ : P ×X×Z → 2Z be defined

by

Ŝ(p, x, z) := F (p, x) ∩ (z −N(p, x)).

The following theorem gives an approximation of the mth-order Studniarski

derivative of S when M is defined by (4.2).
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THEOREM 4.2 For the solution map S(p) = {x ∈ X : 0 ∈ F (p, x) + N(p, x)}
and x ∈ S(p) with Z being finite dimensional, suppose either of the following

conditions holds

(i) Ŝ is compact and closed at (p, x, 0) and Dm
psŜ((p, x, 0), y)(0, 0, 0) = {0} for

all y ∈ Ŝ(p, x, 0);

(ii) there exists y ∈ Ŝ(p, x, 0) such that either F or N is locally Hölder calm

of order m at (p, x, y) or at (p, x,−y), respectively.

Then,

DmS(p, x)(p) ⊂

{x ∈ X : 0 ∈
⋃

y∈(cl Ŝ)(p,x,0)

(Dm
psF ((p, x), y)(p, x) +Dm

psN((p, x), 0− y)(p, x))}.

Proof. We first prove that

Dm
psM((p, x), 0)(p, x) ⊂

⋃

y∈(cl Ŝ)(p,x,0)

(Dm
psF ((p, x), y)(p, x)+Dm

psN((p, x), 0−y)(p, x)).

If (i) holds, the above inclusion follows from Proposition 3.14. For the case

(ii), with y ∈ Ŝ(p, x, 0), we see that y ∈ F (p, x) and −y ∈ N(p, x). Let

v ∈ Dm
psM((p, x), 0)(p, x), i.e., there exist tn → 0+, (pn, xn) → (p, x), and vn → v

such that, for all n,

0+tmn vn ∈ M(p+tnpn, x+tmn xn) = F (p+tnpn, x+tmn xn)+N(p+tnpn, x+tmn xn).

Then, there exist y1n ∈ F (p + tnpn, x + tmn xn) and y2n ∈ N(p + tnpn, x + tmn xn)

such that

vn = t−m
n (y1n − y) + t−m

n (y2n − (−y)). (4.3)

For the case (ii), suppose F is locally Hölder calm of order m at at (p, x, y).

Then, there exists L > 0 such that, for large n,

y1n ∈ F (p+ tnpn, x+ tmn xn) ⊂ {y}+ L||(tnpn, tmn xn)||mBZ .

Because dimZ < +∞, t−m
n (y1n − y), or a subsequence, converges to some v1 ∈ Z

and so v1 ∈ Dm
psF ((p, x), y) (p, x). From (4.3), the sequence t−m

n (y2n − (−y)) also

converges to some v2 such that v2 = v − v1, and v2 ∈ Dm
psN((p, x),−y)(p, x).

Thus, v ∈ Dm
psF ((p, x), y)(p, x) + Dm

psN((p, x),−y)(p, x). Now, application of

Theorem 4.1 completes the proof. �
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4.2. Implicit multifunction theorems

Let M : P ×X → Z and S(p) := {x ∈ X : M(p, x) = 0}, be the set of solutions

to the parameterized equation M(x, p) = 0. We impose the condition

(∗)
{

there exists x ∈ X such that M(0, x) = 0 and

Mp is continuous in a neighborhood (U, V ) ∈ U(0)× U(x),

where Mp denotes the partial Fréchet derivative with respect to p. Let H =

V ∩M(0, .)−1, i.e.,

H(z) = {x ∈ V : M(0, x) = z}.

Under the hypotheses of the usual implicit function theorems for M ∈ C1, S

and H are single-valued and smooth (with derivatives DS, DH), and there holds

DS(0) = −DH(0)Mp(0, x) = −Mx(0, x)
−1Mp(0, x).

Now we are interested in a similar formula of themth-order Studniarski deriva-

tive DmS(0, x)(.) of the map S under assumption (∗). For (p, x) near (0, x), we

consider the map

r(p, x) := M(p, x)−M(0, x)−Mp(0, x)p.

By the mean-value theorem, one obtains

r(p, x) =

1
∫

0

[Mp(θp, x)−Mp(0, x)]pdθ,

and

α(p, x, θ) := ||Mp(θp, x)−Mp(0, x)||

can be estimated (uniformly for 0 < θ < 1) by

α(p, x, θ) ≤ 0(p, x) with 0(p, x) → 0+ as x → x and ||p|| → 0+.

Due to ||r(p, x)|| ≤ 0(p, x)||p||, one easily sees that ||p||−1||r(p, x)|| → 0+ as x →
x and ||p|| → 0+, and also

r(p(t), x(t)) = o2(t) if x(t) → x and p(t) = tq + o1(t) with some q ∈ P,

where ok(t) means that ||ok(t)||/t → 0+ as t → 0+.

For (p, x) near (0, x), we have

M(p, x) = 0 if and only if M(0, x) = −Mp(0, x)p− r(p, x),
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i.e.,

x ∈ S(p) if and only if x ∈ H(−Mp(0, x)p− r(p, x)).

Let M̂ : P ×X → Z be defined by M̂(p, x) := −Mp(0, x)(p)− r(p, x). Then,

x ∈ S(p) if and only if x ∈ H(M̂(p, x)). (4.4)

Set C(p, x) := M̂(p, x) ∩H−1(x). It is easy to see that C(0, x) = {0}.
The following result is a modification of that in Proposition 3.9(ii).

LEMMA 4.1 Let Z be finite dimensional and either of the following conditions

hold

(i) M̂ is locally Lipschitz calm at (0, x, 0);

(ii) C is compact and closed at (0, x) and

Dm(1)
ps C((0, x), 0)(0, 0) = {0}. (4.5)

Then, x ∈ DmS(0, x)(q) implies that x ∈ DmH(0, x)[D
m(1)
ps M̂((0, x), 0)(q, x)].

Proof. Let (i) hold and x ∈ DmS(0, x)(q), i.e., there exist tn → 0+, qn → q, and

xn → x such that x+ tmn xn ∈ S(0 + tnqn). It follows from (4.4) that

x+ tmn xn ∈ H(M̂(0 + tnqn, x+ tmn xn)). (4.6)

Then, there exists yn ∈ M̂(0 + tnqn, x + tmn xn) such that x + tmn xn ∈ H(yn).

Because M̂ is locally Lipschitz calm at (0, x, 0), there exists L > 0 such that, for

large n,

yn ∈ M̂(0 + tnqn, x+ tmn xn) ⊂ {0}+ L||(tnqn, tmn xn)||BZ .

Since dimZ < +∞, vn := t−1
n (yn − 0) (or a subsequence) converges to some v ∈ Z.

So, v ∈ D
m(1)
ps M̂((0, x), 0) (q, x). This implies that x+tmn xn ∈ H(0+tnvn). Thus,

x ∈ DmH(0, x)(v).

If (ii) holds, it follows from (4.6) that there exists

yn ∈ M̂(0 + tnqn, x+ tmn xn) ∩H−1(x+ tmn xn) = C(0 + tnqn, x+ tmn xn).

Since C is compact at (0, x), yn (or a subsequence) has a limit y. Since (0 +

tnqn, x + tmn xn, yn) → (0, x, y), one has y ∈ (clC)(0, x). It follows from the

closedness of S at (0, x) that y ∈ C(0, x) = {0}.
If yk = 0 for infinitely many k ∈ N, one has 0 ∈ D

m(1)
p M̂((0, x), 0)(q, x) and

x ∈ DmH(0, x)(0), and we are done. Thus, one may suppose, for sn := ||yn||,
that the sequence vn := yn/sn has a limit v of norm one. If tn/sn → 0, since

0 + snvn = yn ∈ C(0 + sn(
tnqn
sn

), x+ smn (
tmn xn

smn
)),
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one sees that v ∈ D
m(1)
ps C((0, x), 0)(0, 0), contradicting (4.5). Consequently, one

may assume that sn/tn converges to some ξ ∈ R+. So,

0 + tn(
sn
tn

vn) = yn ∈ C(0 + tnqn, x+ tmn xn)

and thus ξv ∈ D
m(1)
ps C((0, x), 0)(q, x). It follows from the definition ofD

m(1)
ps C((0, x),

0)(q, x) that ξv ∈ D
m(1)
ps M̂((0, x), 0)(q, x) and x ∈ DmH(y, z)(ξv). �

LEMMA 4.2 Let Z be finite dimensional, the asumptions of Lemma 4.1 be satis-

fied. and

Dm(1)
ps M̂((0, x), 0)(q, x) ∩ (DmH(0, x))−1(x) ⊂ Dm(1)

ps C((0, x), 0)(q, x). (4.7)

Then, x ∈ DmS(0, x)(q) if and only if x ∈ DmH(0, x)[D
m(1)
ps M̂((0, x), 0)(q, x)].

Proof. By Lemma 4.1, we need to prove that x ∈ DmH(0, x)[D
m(1)
ps M̂((0, x), 0)(q, x)]

implies x ∈ DmS(0, x)(q). x ∈ DmH(0, x)[D
m(1)
ps M̂((0, x), 0)(q, x)] means the

existence of v ∈ D
m(1)
ps M̂((0, x), 0) (q, x) ∩ (DmH(0, x))−1(x). Then, (4.7) en-

sures that v ∈ D
m(1)
ps C((0, x), 0)(q, x). This means the existence of tn → 0+ and

(qn, xn, vn) → (q, x, v) such that, for all n,

0 + tnvn ∈ C(0 + tnqn, x+ tmn xn).

From the definition of C, we get 0+ tnvn ∈ M̂(0+ tnqn, x+ tmn xn) and x+ tmn xn ∈
H(0 + tnvn), which imply that x+ tmn xn ∈ H(M̂(0 + tnqn, x+ tmn xn)). Thus, we

have x+ tmn xn ∈ S(0 + tnqn) and x ∈ DmS(0, x)(q). �

THEOREM 4.3 Impose the assumptions of Lemma 4.1. Then,

DmS(0, x)(q) ⊂ DmH(0, x)[−Mp(0, x)(q)]. (4.8)

If, additionally, (4.7) holds, then (4.8) becomes an equality.

Proof. By Lemmas 4.1 and 4.2, we need to prove that D
m(1)
ps M̂((0, x), 0)(q, x) =

−Mp(0, x)(q). Let v ∈ D
m(1)
ps M̂((0, x), 0)(q, x). There exist tn → 0+ and (qn, xn, vn) →

(q, x, v) such that, for all n,

0+ tnvn = M̂(0+ tnqn, x+ tmn xn) = −Mp(0, x)(0+ tnqn)− r(0 + tnqn, x+ tmn xn).

Therefore,

vn = −Mp(0, x)(qn)− t−1
n r(tnqn, x+ tmn xn) → −Mp(0, x)(q).

Thus, v = −Mp(0, x)(q) and we are done. �
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