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Abstract: Big data plays nowadays a major role in finance,
industry, medicine, and various other fields. In this survey, 50 re-
search papers are reviewed regarding different big data classification
techniques presented and/or used in the respective studies. The
classification techniques are categorized into machine learning, evo-
lutionary intelligence, fuzzy-based approaches, deep learning and so
on. The research gaps and the challenges of the big data classifica-
tion, faced by the existing techniques are also listed and described,
which should help the researchers in enhancing the effectiveness of
their future works. The research papers are analyzed for different
techniques with respect to software tools, datasets used, publica-
tion year, classification techniques, and the performance metrics.
It can be concluded from the here presented survey that the most
frequently used big data classification methods are based on the ma-
chine learning techniques and the apparently most commonly used
dataset for big data classification is the UCI repository dataset. The
most frequently used performance metrics are accuracy and execu-
tion time.
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1. Introduction

The advancements in technology have improved data acquisition in every area,
including scientific and engineering activities, with special inroads into such
domains as remote sensing, genomics, medical imaging, finance, but also the
personal lives of the people, in association with the emergence of social me-
dia (Ulfarsson et al., 2016). The usually referred to data characteristics of the
so-called “big data”, which we do address here, are velocity, variety, veracity,
value, and volume. The velocity is defined as the speed of processing the data.
variety is defined as the multiplicity of kinds of data treated, like numbers,
texts, photos, videos, and audios, veracity is defined as the degree of reliability
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that the data has to offer, value is defined as the capacity of processing of large
amounts of trustworthy, reliable, and valuable data, whereas volume is defined
as the extremely vast amounts of information generated in a unit of time. It
is obvious that in some cases, if the variety, velocity, and volume of the data
increase beyond a certain threshold, the usual techniques fail to store and ad-
equately process the data. It is such data that are defined as big data. The
statistical and geometric patterns for the respective datasets are being extracted
by analyzing the characteristics of massive size (see, e.g., Suthaharan, 2014) .
In addition to the challenges in storing and accessing the data, this massive
growth of data leads to several other challenges in processing. Since the data
collection is expensive, the systems and applications should use truly efficient
algorithms for processing big data (Ulfarsson et al., 2016).

Big data (see Dessi et al., 2019; Garcia-Gil et al., 2019) find important appli-
cations in various fields, like medicine, industry, and business. One of the major
research problems is the effective data analytics, which is performed using data
mining and machine learning approaches. As the data size keeps increasing,
data mining becomes difficult to be effectively implemented with the current
technologies and data mining software tools. The execution of the data mining
process leads to high computational costs for large-scale datasets, thus making
it necessary to analyze and process big data using more effective computing
techniques (Tsai, Lin and Ke, 2016). The demand for smart data analytic
approaches, in domains like image processing, data fusion, automatic classifi-
cation, and multi-temporal processing increases due to the advent of big data.
The parallelization techniques are used to significantly accelerate the compu-
tations that heavily depend on the amount of available data (Cavallaro et al.,
2015; Hababeh et al., 2018). The problems, caused by dealing with large-scale
datasets are handled, in particular, by the MapReduce framework (Tsai, Lin
and Ke, 2016). The large-scale datasets are effectively handled by the MapRe-
duce technique in combination with its distributed file system by providing a
simple and robust environment.

The MapReduce framework is generally executed using a powerful parallel
programming technique, called Hadoop. The MapReduce techniques consist of
the map and reduce functions. The filtering and sorting are done using the
map procedure, whereas the summary operation to generate the outcome is
performed by the reduce function. The techniques, such as attribute reduction
(Qian et al., 2015), and instance selection (Lépez et al., 2015) are available
in the MapReduce framework. The big data classification is built by assigning
items in a collection for predicting the target class possibly accurately regarding
each item (Kamal et al., 2017). The classification of big data is done using tech-
niques like decision trees, genetic programming and genetic algorithms, Bayes
networks, and so on (Arnaiz-Gonzdlez et al., 2017). Better generalization perfor-
mance and higher training speed are provided by an extreme learning machine
(ELM), compared to standard optimization approaches. However, big data
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poses additional challenges to the ELM algorithms, due to its continuity and
distributed blocks as they may entail large-scale training, which is hard to be
finished by a common commodity machine in a truly limited time (Chen et al.,
2016). Moreover, big data often feature imbalanced datasets, this issue being,
for instance, overcome by Fuzzy Rule-Based Classification Systems (FRBCS)
(Lopez et al., 2014), like that known as Chi-FRBCS-Big Data CS. The work
reported in the literature also concerns the machine learning tools (Menaga and
Revathi, 2020), fuzzy associative classifiers, k-Nearest Neighbour (k-NN) algo-
rithm (Maillo et al., 2015), and the already mentioned Chi-FRBCS-BigData
algorithm (Ferndndez et al., 2017) for big data classification.

The main aim of this paper is to consider the different techniques employed
for big data classification. Based on the literature, this paper assigns the
big data classification approaches to five categories, namely, machine learning-
based approaches, evolutionary intelligence-based approaches, fuzzy-based ap-
proaches, deep learning-based approaches, and others.

The organization of the paper is as follows: Section 1 describes generally
the big data classification; Section 2 describes the big data classification tech-
niques, as they appear in the literature, Section 3 describes the challenges and
the research gaps in the existing methods, Section 4 elucidates the results and
discussion, and Section 5 provides the conclusion of the survey.

2. Description of big data classification methods

The specific research works that employ different classification schemes are char-
acterized in this section. Fig. 1 shows the categorization of big data classifica-
tion methodologies.

Big Data
classification methods

| T

Machine Fuzzy Evolutionary Deep Other
Learning approaches intelligence Learning classifiers

Figure 1. Categorization of big data classification techniques

2.1. Big data classification based on machine learning

Koliopoulos et al. (2015) designed a distributed Weka Spark, namely a dis-
tributed framework for Weka for data classification. This method integrated



450 CH. BANCHHOR AND N. SRINIVASU

the Spark’s processing power and Weka’s usability for providing a prototype
that was distributed with big data workbench. The distributed Weka Spark
achieved linear scaling that allowed for executing real-world scale workloads.

Scardapane, Wang and Panella (2016) developed an algorithm for a class
of Recurrent Neural Network, FEcho State Networks, which was a multiplier
optimization procedure. In Echo State Networks, the communication between
training patterns and the local exchanges between neighboring agents were not
required.

Abawajy, Kelarevand and Chowdhury (2014) introduced a large iterative
multitier ensemble (LIME) classifier that was developed for big data classifi-
cation. These classifiers were easily generated and handled the big data clas-
sification effectively. The ensemble classifier generated an iterative system by
automatically connecting several tiers simultaneously.

Xin et al. (2015) developed a MapReduce framework, known as Elastic Ex-
treme Learning Machine (ElasticELM or E2LM). The learning ability and the
training of large-scale dataset of the ELM were weak, and this was overcome by
this method. The updated training data subset was used for the calculation of
intermediate matrix multiplications. The output weights were obtained using
these matrix multiplications.

Bhagat and Patil (2015) introduced a method for classifying multi-class im-
balanced data. Initially, the binarization techniques decomposed the original
dataset into subsets of binary classes. The imbalanced binary class was con-
verted into balanced data using Synthetic Minority Over-sampling Technique
(SMOTE) algorithm. Finally, the classification was done using the Random
Forest classifier. This technique handled large datasets effectively.

Ulfarsson et al. (2016) developed an algorithm for the classification of 3-
dimensional Magnetic Resonance Imaging (3-D MRI) images of the human
brain. This algorithm was based on linear discriminant analysis (LDA). The
covariance of the observed data was estimated by the noisy principal compo-
nent analysis (nPCA) covariance model. The advantage of this method was that
the dropped out variables did not contribute to the class separation. Anyhow,
this method failed to tune the parameter fast enough.

Zhou, Wang and Wang (2012) developed a parallel Naive Bayes classifica-
tion algorithm based on MapReduce for big data classification. This method im-
proved the performance of the original algorithm and processed the big datasets
very effectively. In this method, computing resources were not adequately uti-
lized.
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Bechini, Marcelloni and Segatori (2016) designed a distributed rule-based
classification method based on the MapReduce programming model. This met-
hod overcomes the time complexity and memory constraints faced by other algo-
rithms and allows for managing the big data effectively. The Frequent Pattern
(FP)-Growth algorithm’s distributed version was used to mine the classification
/ association rules. After the classification / association rules were mined, the
distributed rule pruning was performed and then the unlabeled patterns were
classified using a set of surviving classification association rules. This method
was, however, not implemented for a large number of datasets for investigating
scalability and speedup.

Zhang et al. (2016) developed a version of k-means clustering for big data
classification. In this method, the dataset was divided into several parts. The
KNN classification thereby obtained was more efficient and accurate and could
deal with big data. The main drawback was related to the processing time of
the big data classification.

Marrén et al. (2017) introduced a method for big data classification, which
is an integration of nearest neighbor, Hoeffding-trees, and gradient descent tech-
nique. In this method, the random feature function filter was used for additional
predictive power. The simple gradient descent learner applied a random layer
and they worked well without tuning the intensity parameter in real-time data
analysis. However, this method required large amount of memory.

Triguero et al. (2016) designed an algorithm based on the Apache Spark
to deal with imbalanced datasets. This method addressed the problems faced
while dividing the data into multiple subsets. The small sample size effect was
diminished by the in-memory operations. However, this method had problems
with the extremely imbalanced datasets, where the positive class did not fit in
the main memory of the computing nodes.

Lin et al. (2017) developed a heuristic bootstrap sampling method with an
ensemble learning algorithm for big data classification. The bootstrap algorithm
reduced the learning process and hence this approach was used in other data
mining algorithms for imbalanced data, but it had accuracy below expectations.

Duan et al. (2018) designed an ELM-based technique on Spark parallel
framework (SELM) for big data classification. The SELM algorithm consisted
of three sub-algorithms, namely U matrix decomposition (U-PMD) algorithm,
parallel V matrix decomposition (V-PMD) algorithm, and parallel hidden layer
output matrix calculation (H-PMC) algorithm. The Spark provided good cache
strategies, and fault tolerance.

Maillo, Triguero and Herrera (2015) developed a MapReduce-based approach
along with k-NN for classification of big data. In this method, a large amount
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of data was classified simultaneously. For the classification of data, the map
phase was used to determine the k-NN in different data splits. Subsequently,
the definitive neighbors were computed with a reduced phase. This method
featured a low computational burden.

Zhai, Zhang and Wang (2017) designed an algorithm for large imbalanced
data sets classification. The positive class instances of the learning phase were
extended using this method. This algorithm had good scale-up and speed-up
performance, but the datasets were not analyzed for the cases of multiple classes.

Chen et al. (2016) designed a MapReduce-based Extreme Learning Machine
(MR-ELM) for big data classification. The distributed data blocks were trained
in parallel by ELM training on the individual clusters and then the trained
clusters were combined as a single-hidden layer feed forward neural network.
The MR-ELM was used for the data that was distributed rather than the data
that were located on one machine. The performance was not evaluated for dis-
tributed sample blocks.

Haque et al. (2014) developed a Hierarchical Stream Miner (HSMiner) us-
ing MapReduce-based approaches to address the scalability issue. This method
solved the scalability issue for a large number of features. The MapReduce
method along with HSMiner achieved significant speedup and scale-up. How-
ever, this method did not adapt to the changes in the data stream and the
classes.

Read and Bifet (2015) designed a hybrid method for the classification of data
along with additional predictive power. The hybrid algorithm developed was
the combination of nearest neighbor, gradient descent methods, and Hoeffding
trees along with a preprocessing approach using random feature functions. In
this method, random weights and an ad-hoc choice of activation function were
used for the classification of data. This method failed to adapt to the drifting
concepts.

Xu et al. (2014) developed a parallel Support Vector Machine (SVM) tech-
nique, applied along with the MapReduce algorithm for email classification. The
differences between traditional document classification and email foldering were
evaluated. Moreover, this algorithm reduced the training time by optimization
of the training data subsets from multiple participating nodes. However, this
method did not use the annotated instances for the extraction of additional in-
telligence.

Maillo et al. (2017) designed an Iterative MapReduce solution for the k-
NN algorithm using Spark. The k-NN algorithm was parallelized using Apache
Spark with an iterative MapReduce process. This method had overcome the
problem of runtime and memory consumption. However, it failed to process,
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or adequately process, the data sets with missing values and a large number of
features.

Singh et al. (2014) developed a quasi-real-time intrusion detection system.
In this method, the machine learning approach was used for detecting Peer-to-
Peer Botnet attacks. The distributed frameworks were build using Hive. The
parallel processing power of Mahout was used to build Random Forest based
Decision Tree model, which is applied to the problem of Peer-to-Peer Botnet
detection in quasi-real-time.

Lakshmanaprabu et al. (2018) proposed a hierarchical framework for Social
Internet of Things (SIoT) big data. This method used a Map-Reduce framework
and a classifier model for the classification of data. The noise in the dataset was
removed using the Gabor filter. The efficiency was improved using Hadoop Map
Reduce method. However, the big data classification with the method proposed
featured low accuracy.

Liu et al. (2013) applied a Naive Bayes classifier with the Hadoop frame-
work for the classification of large datasets. The experiment was automated by
integrating the Naive Bayes classifier on the Hadoop framework.

Varatharajan, Manogaran and Priyan (2018) developed an SVM model us-
ing a weighted kernel function method for the classification of the data. In this
method, the inputs were the electrocardiogram (ECG) signals and the delay
in ECG signals was removed using Finite Impulse Response (FIR) and Infinite
Impulse Response (ITR) filters.

Ahlawat and Singh (2017) developed a machine learning technique involving
the use of a decision tree for big data classification. The Map Reduce-based
framework improved the efficiency of the traditional decision tree learning clas-
sifier. This method was developed for the diverse characteristics of unstructured
big data.

2.2. Big data classification based on fuzzy approaches

Lépez et al. (2015) designed a fuzzy rule-based classification system using Chi-
FRBCS Big Data CS algorithm. The computational operations of the fuzzy
model were done using the MapReduce framework. This method provided cost-
sensitive learning techniques to address the data imbalance.

Fernandez et al. (2017) introduced a MapReduce-based method for big data
classification. This method analyzed the interrelation between the scarcity of
the data and the number of labels of the fuzzy variables. The accuracy remained
stable for high granularity level. In this method, however, the performance and
the interpretability were not satisfying.
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Rioa et al. (2015) introduced a Chi-FRBCS-BigData algorithm for big data
classification. This method used the linguistic fuzzy rule-based classification
system for the fusion of rule bases. The map function distributed the model
and then, the outputs were combined through the reduce function. It was hard
to analyze the behaviour of this approach.

Banchhor and Srinivasu (2018) developed a Correlative Naive Bayes (CNB)
classifier along with fuzzy theory based operations for big data classification.
Improved classifications were achieved using the MapReduce framework and
the classifier. Initially, the database was transferred into the probabilistic index
table, in which the rows corresponded to data items and columns to attributes.

Elkano et al. (2018) introduced the CHI-BD approach, which used the FR-
BCS technique for Big Data classification. This method was based on the CHI
algorithm and it was meant to overcome the classification problems by intro-
ducing a distributed approach. The CHI-BD provided the same classification
performance for execution of data irrespective of the number of mappers, but
there was no linear effect regarding execution time, thus reducing the scale up
effect.

Segatori, Marcelloni and Pedrycz (2018) introduced a distributed Fuzzy De-
cision Tree (FDT) learning scheme using the MapReduce programming model.
However, this method was not implemented in the real time classification of
data.

Bhukya and Gyani (2015) developed a fuzzy associative classification algo-
rithm, also based on the MapReduce framework. This method extracted infor-
mation from the distributed data that was stored in a distributed file system
for the effective handling of the data.

Bakry, Safwat and Hegazy (2016) developed another MapReduce paradigm
based approach for big data classification. The fuzzy and non-fuzzy techniques
were used in the respective mapper. Although this method had better perfor-
mance compared to the fuzzy rule-based classification system considered, it had
low efficiency, high execution time, and low accuracy in its computations.

Lopez et al. (2014) introduced a linguistic fuzzy rule-based classification
system, Chi-FRBCS-BigData for classification of large amounts of data. This
method was, again, based on the MapReduce framework and two versions had
been developed Chi-FRBCSBigData-Max and Chi-FRBCS-BigData-Ave. In
this method, the variety and veracity of the big data were dealt with including
the inherent uncertainty. On the other hand, though, this method required a
high number of mappers.
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Ludwig (2015) designed a specialized Fuzzy C-Means (FCM) algorithm for
classification of big data. This method used scalable solutions and it outper-
formed the hard clustering algorithms. For the parallelization of the FCM al-
gorithm, two MapReduce algorithms were used and the calculations of the cen-
troids were performed before the membership matrix was established. However,
this method was not used for the larger data set sizes at the scale of GBs of data.

Jin, Peng and Xie (2017) developed a classification method for big data using
dynamic fuzzy inference approach named BigData-DFRI. In this method, the
fuzzy rule interpolation (FRI) and fuzzy rule inference (CRI) were integrated.
Here, a high number of mappers provided for faster results without degrading
the performance. However, this method slowed down its performance while
combining multiple data sources.

2.3. Big data classification based on evolutionary intelligence

Dagdia (2019) developed a distributed Dendritic Cell Algorithm, based, again,
on the MapReduce framework, for data classification. This algorithm was dis-
tributed using a cluster of computing elements. The drawback of this method
was not considering the input class data order and it was not tested on real-
world applications.

Cao et al. (2016) applied a particle swarm optimization (PSO) and opti-
mized Back-Propagation (BP) neural network for big data classification using
the MapReduce framework. This method improved the accuracy and efficiency
of the runtime of the BP neural network algorithm. The PSO algorithm im-
proved the accuracy of the classification algorithm by the optimization of the
BP neural network’s thresholds and the values of the initial weights. The par-
allel processing was achieved by the MapReduce parallel programming model.

Triguero et al. (2015) introduced a parallel model for large-scale classifica-
tion of data. The MapReduce scheme had distributed the algorithm in a cluster
of computing elements. The undersampling process was sped up by the win-
dowing approach. The windowing technique along with the MapReduce process
reduced the building time to generate the resulting learned model. The accu-
racy of this approach can be further improved by adding hybrid undersampling
techniques.

Lin et al. (2016) developed an approach based on the traditional Cat Swarm
Optimization (CSO) algorithm for the classification of big data. This method
had selected the features with high classification accuracy and solved the Trav-
elling Salesman Problem (TSP).

Satish and Kavya (2014) introduced firefly algorithm and naive Bayes clas-
sifier for purposes of big data classification. The feature space was provided by
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the firefly algorithm and the classification of data was done through naive Bayes
classifier. These two processes were distributed effectively using the MapReduce
framework. This method was validated by the Twitter data sets based on such
metrics as accuracy, specificity, sensitivity, and time.

Fong, Wong and Vasilakos (2016) designed an Accelerated PSO for the clas-
sification of collected data streams that were assumed to represent an instance
of Big Data. This method managed the high dimensionality and streaming for-
mat of the data feeds. The performance was evaluated for the actual big data
that had a large degree of dimensionality. However, this method required more
computational time.

Demidova, Nikulchev and Sokolova (2016) developed a modified PSO al-
gorithm. In this method, the kernel functions of the particle were changed
according to the best value. The data classification problems were solved with
reduction of the time expenditure of the classifiers. The high quality of data
classification was provided, in this context, by the SVM classifier. The SVM
(Beno et al., 2014; Thomas and Rangachar, 2019) ensembles were based on
the decorrelation maximization algorithm. However, this algorithm could not
handle high volumes of unstructured data.

2.4. Big data classification based on Deep Learning

Shafiqgand and Torunski (2017) designed a methodology for organizing logs,
in which the Bayesian deep learning network based analysis was utilized for
the detection of any possible faults. This method processed the logs on cloud
platforms and scaled the big data effectively.

2.5. Big data classification based on other types of classifiers

Subramaniyaswamy et al. (2015) introduced a MapReduce based approach for
the classification of unstructured data. In the distributed clusters, large vol-
umes of data were processed in parallel as small chunks. The filtering, storage
structure, and aggregation were done using the MapReduce framework. The
data was parsed into tokens using sentiment analysis through natural language
processing. However, this method did not deal with emoticon-based clustering.

Gao and Gao (2014) developed an effective Map-Reduce based information
retrieval system, which processed information in a distributed way. This method
provided low time complexity, better stability, and extensional performance.

Qian et al. (2015) designed a hierarchical attribute reduction algorithm
for the classification of big data using MapReduce. The granular computing
was introduced for concept ascension and then, the encoded decision table was
defined. This algorithm processed big data efficiently on commodity computers.
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Kamal et al. (2017) introduced De-Bruijn graph for the classification of data
with the MapReduce framework. The graph-based approach handled genomic
diversity easily. The optimal paths for the genome assembly were found using
the De-Bruijn graph and they were the compact representation of k-mers. The
sequences were classified based on their similarity using the purity of clustering
and Jaccard similarity. This method performed faster when the elements of
the classifier were extended. It provided better accuracy for metagenomic data
clustering.

Arnaiz-Gonzdlez et al. (2017) developed a parallel implementation of the
Democratic Instance Selection (DIS). In this version of the method, the DIS
algorithm was designed using the MapReduce model and the implementation
was done using the big data framework Spark. This method had better compu-
tational complexity and internal structure.

Patil and Sonavane (2017) introduced a classification method for multiclass
imbalanced data sets. The balanced data were analyzed using various clas-
sifiers. The method used imbalanced data sets with improved oversampling
that enhanced the classification. The method was implemented using two ap-
proaches, namely the non-clustered and the cluster based, advanced approach.
This approach did not deal with unstructured data.

3. Research gaps and challenges

The challenges faced in the context of big data classification are as follows: In
the big data, the major problem lies in the development and construction of
the algorithms that recognize effectively and efficiently the data patterns for
classification. These issues are commonly found in statistical learning, and sta-
tistical learning methodologies can be categorized into three kinds of learning,
namely reinforcement, supervised, and unsupervised learning (Ulfarsson et al.,
2016). The data from the internet sources require being put into some proper
structure and further, the features vary for different fields, and thus, the pre-
processing of the data is used, frequently with application of some standard
normalization techniques before they are subject to classification. However, the
traditional classifiers do not classify the continuous data streams (Haque et al.,
2014). Most of the classification learning algorithms deal with small datasets
and cannot handle parallelization, computational complexity, memory usage,
and so on (Bechini, Marcelloni and Segatori, 2016).

The SVM-based MapReduce scheme helps in big data classification. The
main problem of SVM lies in the selection of appropriate kernel parameters,
which determines the classification accuracy. For effective classification, one of
the important factors considered is computational overhead. The computational
overhead should be possibly low for effective classification, this being achieved
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using parallelization in classification algorithms (Ludwig, 2015). Each big data
base contains differently featured datasets and thus, the training model devel-
oped for a particular domain or dataset usually fails to classify the data from
other domains (Bakry, Safwat and Hegazy, 2016). One of the prime challenges
in big data classification is the exponential growth of data volumes, which can
be overcome by building parallel fuzzy systems (Lépez et al., 2015).

One of the other major challenges in big data classification is the minimiza-
tion of computational risk, mainly related to misclassification. The computa-
tional risk can be minimized by reducing the multidimensional problems and
the classification performance can be improved by the maximization of train-
ing data.. Another significant challenge is designing a classifier that selects the
feasible model parameters for big data classification. The big data classifica-
tion can also be improved by designing the appropriate fitness functions, like
those based on the posterior probability and probability index table. In machine
learning and data mining, the extraction of knowledge with high efficiency is
an important challenge. Knowledge extraction can be improved by including
the elements of fuzzy theory in the classifier along with the MapReduce frame-
work. The classification performance can be maximized using the assumption
of existence of dependent features.

4. Results and discussion

This section provides the summary image of the survey here reported, based
on different techniques for big data classification, publication year, adapted
methods, datasets used, evaluation parameters, performance metrics, software
tools, and accuracy.

4.1. Analysis based on publication year

This section contains the summary of the survey, based on the years of appear-
ance of the respective works. This is shown in Fig. 2 for the total of 50 research
papers that have been taken into consideration. It can be easily seen that the
biggest number of papers included was published in the year 2016.

4.2. Analysis based on classification techniques

In this section we provide the overview of the classification methods, proposed
and/or analyzed in the research papers surveyed. Figure 3 shows the distri-
bution of the broad categories of classification methods employed in big data
classification, conform to the content of the papers surveyed. Thus, 51% of the
studies considered employed machine learning, 14% were based on evolution-
ary intelligence, 23% referred to the fuzzy-based approaches, 2% (one paper)
employed deep learning, and the remaining 10% were based on other methods.
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4.3. Analysis based on software tools used

This section provides the overview of software tools used the in the research
reported. Table 1 lists the software tools employed in the efforts aimed at
the effective classification of data. The major software tools employed for the
analysis of the research papers are Java platform, Hadoop framework, Apache
Hadoop, Apache Spark, Knowledge Extraction based on Evolutionary Learn-
ing (KEEL) tools, Spark Mllib and Matlab. From the table, it appears that
the Hadoop framework is the most commonly used software tool for big data
classification.

Table 1. Analysis based on software tools

Implementation tools Corresponding references

Java platform

Qian et al. (2015); Banchhor & Srinivasu (2018); Duan
et al. (2018); Fong, Wong & Vasilakos (2016)

Hadoop framework

Subramaniyaswamy et al. (2015); Koliopoulos et al.
(2015); Bhagat & Patil (2015); Ferndndez et al. (2017);
Zhou, Wang & Wang (2012); Qian et al. (2015); Rioa
et al. (2015); Cao et al. (2016); Bechini, Marcelloni
& Segatori (2016); Duan et al. (2018); Elkano et al.
(2018); Zhai, Zhang & Wang (2017); Patil & Sonavane
(2017); Bhukya & Gyani (2015); Chen et al. (2016);
Haque et al. (2014); Lopez et al. (2014); Ludwig (2015);
Triguero et al. (2015)

C++ Demidova, Nikulchev & Sokolova (2016)
Spark Mllib Lin et al. (2017)

KEEL tools Lépez et al. (2015)

Matlab Ulfarsson et al. (2016)

Weka tool Abawajy, Kelarevand & Chowdhury (2014)

Apache hadoop

Ludwig (2015); Bakry, Safwat & Hegazy (2016); Maillo,
Triguero & Herrera (2015); Triguero et al. (2016)

Apache Spark

Maillo et al. (2017); Arnaiz-Gonzdlez et al. (2017);
Duan et al. (2018)

4.4. Analysis based on datasets employed

This section provides the overview of the datasets used in the surveyed re-
search works. Table 2 shows the various data sets employed as instances for
big data classification and their corresponding references. The most frequently
used dataset is the UCI repository dataset. Other datasets used are Twit-
ter Datasets, KDDCup1999, TanCorpMinTest, Scene UNderstanding (SUN)
Database, KEEL repository, NARMA-10 dataset, Amazon Elastic Compute
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Cloud (Amazon EC2), followed by more specific ones, i.e. the simulated datasets
and the imaging genetics datasets, localization and skin segmentation datasets,
FCUP repository, fixed-size log dataset, synthetic data sets, and other real-world
databases than those already mentioned.

4.5. Analysis based on performance metrics

This section reviews the performance metrics used for assessing the methods
meant to classify big data. Table 3 elaborates on the performance metrics used
in the research works surveyed here. The most commonly used performance
metric is accuracy and other performance metrics are sensitivity, area under
the curve (AUC), classification time, G-mean, specificity, mean absolute error,
mean square deviation, F-measure, and speed.

4.5.1. Analysis based on accuracy in terms of percentage ranges

In this section, the categorization according to the achieved accuracy values is
presented. Table 4 shows the respective distribution of results, based on accu-
racy using 6 ranges, namely 30-40%, 50-60%, 60-70%, 70%-80%, 80%-90% and
90%-100%, respectively. It can be seen from the table that the methodologies
proposed in Bhagat and Patil (2015), Banchhor and Srinivasu (2018),Read and
Bifet (2015), Lakshmanaprabu et al. (2018), and Liu et al. (2013) attained
accuracy in the highest of the ranges, 90%-100%, while the approaches, pre-
sented in Ferndndez et al. (2017), Rioa et al. (2015), Marrén et al. (2017), and
Lopez et al. (2014) achieved a somewhat lower values of accuracy, falling into
the range of 80%-90%.

4.5.2. Analysis based on execution time

This section presents the results, reported in the publications surveyed, con-
cerning the execution time for the particular big data classification techniques.
Most of the research papers surveyed reported the execution time between 50s
and 500s for the datasets analysed, as this can be seen in Table 5.

5. Conclusion

In this paper, an ample survey of papers, presenting big data classification
methods is presented. The survey encompasses 50 research papers and the
methods considered in them are categorized into machine learning, evolution-
ary intelligence, fuzzy-based approaches, deep learning, and so on. The merits
and demerits of the surveyed approaches are shortly discussed. Moreover, the
research gaps and the challenges faced by the big data classification techniques
are suggested for the effective future research and development work. The sur-
veyed works were collected from IEEE, Google scholar, and other sources.
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Table 2. Analysis based on datasets

Datasets Corresponding references
UcCl repository | Fernandez et al. (2017); Zhou, Wang & Wang (2012);
dataset Qian et al. (2015); Rioa et al. (2015); Bechini, Mar-

celloni & Segatori (2016); Marrén et al. (2017); Elkano
et al. (2018); Zhai, Zhang & Wang (2017); Patil and
Sonavane (2017); Bhukya & Gyani (2015); Chen et al.
(2016); Haque et al. (2014); Lopez et al. (2014); Lin et
al. (2016); Read & Bifet (2015); Jin, Peng & Xie (2017);
Shafigand & Torunski (2017); Maillo et al. (2017); Dag-
dia (2019); Arnaiz-Gonzélez et al. (2017); Kamal et al.
(2017); Demidova, Nikulchev & Sokolova (2016); Sega-
tori, Marcelloni & Pedrycz (2018)

Twitter Datasets

Subramaniyaswamy et al. (2015); Satish & Kavya
(2014); Lakshmanaprabu et al. (2018)

KDDCup1999 Lépez et al. (2015); Triguero et al. (2015, 2016)
TanCorpMinTest Gao & Gao (2014)
Amazon EC2 Koliopoulos et al. (2015)

NARMA-10 dataset

Scardapane, Wang & Panella (2016)

Simulated datasets
and Imaging genetics
datasets

Ulfarsson et al. (2016)

SUN Database

Cao et al. (2016)

Localization and | Banchhor & Srinivasu (2018)

skin segmentation

datasets

MNIST Database Zhang et al. (2016); Duan et al. (2018)

PokerHand Maillo et al. (2015); Bakry, Safwat & Hegazy (2016)

KEEL repository

Patil & Sonavane (2017)

FCUP repository

Chen et al. (2016)

Cover type dataset

Bakry, Safwat & Hegazy (2016); Ludwig (2015)

probabilistic numeri-
cal dataset (PND)

Fong, Wong & Vasilakos (2016)

Synthetic Data Sets

Demidova, Nikulchev & Sokolova (2016); Zhang et al.
(2016)

Enron email set | Xu et al. (2014)
datasets
Cornell  University | Liu et al. (2013)

movie review dataset
and Stanford SNAP
Amazon movie
review dataset

Fixed size log dataset

Shafigand & Torunski (2017)

Airlines dataset from
MOA

Ahlawat & Singh (2017)

CAIDA dataset

Lakshmanaprabu et al. (2018)

UCSD  (University
of California San
Diego) dataset

Singh et al. (2014)
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Table 3. Analysis based on performance metrics

Performance References

metrics

Accuracy Lépez et al. (2015); Bhagat & Patil (2015); Ferndndez et
al. (2017); Rioa et al. (2015); Cao et al. (2016); Zhang et
al. (2016); Marrén et al. (2017); Triguero et al. (2016);
Banchhor & Srinivasu (2018); Kamal et al. (2017); Arnaiz-
Gonzélez et al. (2017); Maillo, Triguero & Herrera (2015);
Haque et al. (2014); Bakry, Safwat & Hegazy (2016); Lopez
et al. (2014); Fong, Wong & Vasilakos (2016); Read &
Bifet (2015); Xu et al. (2014); Singh et al. (2014); Lak-
shmanaprabu et al. (2018); Liu et al. (2013); Ahlawat &
Singh (2017)

Sensitivity Banchhor & Srinivasu (2018); Lakshmanaprabu et al.
(2018); Ahlawat & Singh (2017)

AUC Abawajy, Kelarevand & Chowdhury(2014); Elkano et al.
(2018); Triguero et al. (2015); Demidova, Nikulchev &
Sokolova (2016)

Classification Triguero et al. (2015)

time

G-mean Zhai, Zhang & Wang (2017); Triguero et al. (2015)

Specificity Banchhor & Srinivasu (2018); Ahlawat & Singh (2017)

Mean absolute
error

Varatharajan, Manogaran & Priyan (2018); Chen et al.
(2016); Triguero et al. (2015)

Mean square de-
viation

Varatharajan, Manogaran & Priyan (2018)

F-measure

Bhagat & Patil (2015); Lin et al. (2017)

Speed

Gao & Gao (2014); Bechini, Marcelloni & Segatori (2016);
Kamal et al. (2017); Arnaiz-Gonzdlez et al. (2017); Laksh-
manaprabu et al. (2018)

Execution time

Lépez et al. (2015); Rioa et al. (2015); Bechini, Marcelloni
& Segatori (2016); Zhang et al. (2016); Maillo, Triguero &
Herrera (2015); Read & Bifet (2015); Maillo et al. (2017)

ROC

Patil & Sonavane (2017)




464

CH. BANCHHOR AND N. SRINIVASU

Table 4. Analysis based on accuracy values

Accuracy ranges | References

30%-40% Fong, Wong & Vasilakos (2016)

50%-60% Maillo, Triguero & Herrera (2015)

60%-70% Zhang et al. (2016); Kamal et al. (2017); Ahlawat & Singh
(2017)

70%-80% Bakry, Safwat & Hegazy(2016)

80%-90% Ferndndez et al. (2017); Rioa et al. (2015); Marrén et al.
(2017); Lopez et al. (2014)

90%-100% Bhagat & Patil (2015); Banchhor & Srinivasu (2018); Read
& Bifet (2015); Lakshmanaprabu et al. (2018); Liu et al.
(2013)

Table 5. Analysis based on execution time

Ezecution References Datasets

time

50s -500s Lépez et al. (2015); Read & | Lépez et al. (2015): KD-

Bifet (2015); Zhang et al. (2016); | DCup1999,
Arnaiz-Gonzélez et al. (2017) Read & Bifet (2015),

Arnaiz-Gonzédlez et al.
(2017):  UCI repository
dataset,

Zhang et al. (2016):
MNIST Database

600-6000s Bechini, Marcelloni & Segatori | Bechini, Marcelloni &

(2016); Maillo, Triguero & Her- | Segatori (2016):  UCI
rera (2015) repository dataset,

Maillo, Triguero & Her-
rera (2015): PokerHand

>6000s Rioa et al. (2015); Singh et al. | Rioa et al. (2015): UCI

(2014) repository dataset,

Singh et al. (2014):
UCSD dataset
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Simple statistics are then presented referring to software tools used, datasets,
publication year, classification techniques, and performance metrics. From this
survey, it can be concluded that the most frequently used big data classification
methodologies come from the machine learning domain, the most commonly
used dataset is the UCI repository dataset, while the most common metrics are
accuracy and execution time.
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