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Abstract: The article deals with the issue of controlling the 
autonomous mobile systems. Considered are the problems focusing 
around the use of controllers with distributed architecture. Contrary 
to hierarchical architecture, all layers of distributed controller are 
operating simultaneously, and have an access to both the receptors 
and to the effectors of the controlled autonomous mobile system. 
Simultaneous operation of all layers of the distributed architecture 
controller entails the emergence of the action selection problem. This 
problem consists in continuous taking decisions: which one of the 
layers, or which layers of the controller, should have an influence at 
given moment on the movement of the controlled mobile syste)ll. A 
proposal for a new solution of this problem is discussed. The results 
of experiments with the use of real mobile robot are presented. 

Keywords: autonomous systems, mobile robots , distributed ar­
chitecture, action selection problem. 

1. Introduction 

Mobile robots are mobile autonomous systems. However, every mechatronic 
system moving in space in controlled manner and equipped with its own source 
of energy supply, with on board computer (or other equipment that can process 
data), effectors (e.g. motors of the mobile base and the manipulator) as well 
as sensors of the state of environment and internal state (receptors), can be 
called autonomous. The definition of autonomous system can also be extended 
into the domain of virtual reality and simulation. The mobile system can be 
autonomous to different extent. The range of autonomy levels ranges from the 
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the full autonomy, when human being call only be nn observer of the autonomous 
system actious. The lc~vel of autonomy can be variable for a given system, e.g. 
may depend upou the current mode of operation. 

1.1. Typical structures of the controllers of autonomous mobile sys­
tems 

Hierarchical architecture 

The hierarchical architecture is a classical way of structuring of cornplex control 
systems. Its basic distinguishing feature is the division of the controller into 
hierarchical arrangement of layers . Occurring here is an ascending and descend­
ing signal propagation . The ascending propagation is leading from the sensors 
(which supply an information on the euvironment) through the layer processing 
this information , up to the top- the most general decisions making- controlling 
layer. The descending propagation leads from the top layer to the bottom-most 
layers, and finally to the efiectors. 

The advantage of the hierarchical structure is in its modular construction 
(a.ithough these modules are depending on each other- they have to be compat­
ible with each other in respect of input and output signals), clear cut structure 
(easily described cooperation of layers, exact division of tasks). The disadvan­
tages of such structures are: long time of response to the rapid changes of the 
environment's state (reaction takes place only after the siguals pass from the 
sensors to the topmost layer and vice versa, to the motors of robot; the robot is 
working in the cycle: testing of environment => processing of information => 
action), as well as limited flexibility and adaptability. 

In order to compensate for the above mentioned disadvantages, various im­
provements are introduced to the hierarchical structure. In most cases they 
consist in the adding of additional , independent module used for quick respond­
ing and avoiding of obstacles, having its own access to the sensors and motors, 
or the controller is supplemented with the model of mobile robot environment 
(this however , requires the knowledge of environment in which robot has to 
move), Vanclrope and Van Brussel (1994). 

Distributed architecture 

Other solutions are represented by the group of controllers with the architec­
tures similar to biological prototypes. They are generally known a.s distributed 
controllers. It was noticed that the lower grade organisms (e.g. insects) are char­
act2rized by high efficiency of processing of infonnation from receptors towarcls 
p>:oper behaviors or reflexes, Zieliriska. (1997). The hierarchical arrangement of 
control layers acting on different levels of generality does not exist there. Usu­
allv, all lavers have simultaneous access to both the receptors ami effectors of 
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Figure 1. Example of a distributed architecture controller. 

In the case of a distributed architecture, the crucial problem is the appropri­
ate organization of cooperation of individual parallel layers. It is the so called 
''action selection problem" . There are various solutions. For example, each layer 
is acting only then, when it is stimulated to such action by properly filtered data 
from sensors . The layer is generating control signals only then, when it is nec­
essary, Szynkarczyk (1997). Another solution is to establish constant priorities 
attributed to individual layers. Also knowu widely solution of distributed archi­
tecture are subsumption architecture, Brooks (1991) and Braintenberg vehicles, 
Braintenberg (1984). All those solutions do not have adaptation abilities - their 
structures are constant. 

1.2. Embodied artificial intelligence 

In an opposition to symbolic representation and processing of knowledge bases 
in the classical artificial intelligence (AI), a new trend of research on the so called 
enboclied artificial intelligence (Embodied AI, or New AI) came into being. This 
trend includes, among other things, the research on real autonomous mobile 
systems of the structure based on sensory-motoric reactions, testing of reactive 
systems and behavioral systems. The main distinguishing feature of this trend 
is the belief of the researchers that the classical solutions of artificial intelligence 
do not turn out to be useful in the controlling of real objects in real world. The 
claim is (e.g. Pfeifer, Scheier (2000)) , that the classical approach to the problem 
is using the simplified models of world in which artifi cial agents are operating, 
or that their interaction with the environment is effected through the agency of 
man (e.g. in the classical expert systems). Instead of this, proposal is made to 
understand t he phenomenon of intelligence on the way of testing the behavior 
of real autonomous mobile systems (e.g. mobile robots). Intelligent behavior 
is not understood here as a result of complex internal structure of controlling 
systems, but it is regarded as a result of its interaction with the environment . In 
the embodied artificial intelligence, the distinct shift of attention from making 
' 1 1 ~ • 
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their interaction with environment , takes place. 
The example of resean.;b wit.hin the trend of embodied artificial intelligence 

can be the so called situated embodied agents. The behavior of such systems is 
not based on any complex internal representation of the state of enviromnent , 
morlels of this environment nor the actions of symbolic nature (e.g. as in <~xpert 

systems). The main role in the operation of such systems are conditions and 
connections of sensory-motoric type, however , these are not only the reac tive 
systems. The systems have a real body of specific design, they ac t in real vvorld. 
The systems are sit uated adaptively, they have a certain history. Under identical 
situations (understood as the states of environment only) they do not have to 
behave always in the same way. Their behavior depends on their history and 
their internal states. The architecture of this type is proposed in this work. 
Synthetic comparison of classical, artificial intelligence and so called embodied 
artificial intelligence is shown in Table 1. 

Table 1. Synthetic comparison of classical artificial intelligence (Classical AI) 
and embodied artificial intelligence (Embodied AI) 

C lassical AI <= Featur·es => Embodied AI 

computer programs Tool of resear'C!t real robots 

simulated Operating envir-onment real world 

structure of complex CenteT of grav'ity concentratiou of research 
systems using the symbols of TeseaTch on the interaction of real 

according to the rules object with real 
of logic, having data environment 
bases of knowledge 

Complex internal Recipe joT simple structure 
structure of system intelligence of internal system, 

the intelligence will result 
from interaction with the 

real complex world 

resolving of problems, Main !,ask survival of mobile robot 
expertise of cTeated systems in the complex real world 

The classical artificial intelligence turns out to be useless (in the opinion of 
supporters of the embodied artificial intelligence) in control of real objects (e.g. 
mobile robots), since real world is very complex , and in t his case it is impossible 
- like e.g. in the chess game- to defi ne in advance the rules of game and make an 
analysis of all possible moves. The real world is extremely complex and variable, 
and the sensors probing its state have limited accuracy. 

The trend of embodied artificial int elligence has appeared in the associa­
tion with the research on animal behavior. The widely known example is the 
defensive behavior of night butterflies , McFarland and Basser (1993). Night 
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moths have had to develop an appropriate defensive mechanism. They have 
a kind of two "ears" sensitive to tlw ultrasouuds emit.tcd by bat.s. They are 
located under the wings of insect and have links with the nerve cells cout.rolling 
their movement. In the "ears" there are two kinds of cells - receptors. The 
first ones, called cells Al , arc sensitive to the sounds emitted by bats present 
already at the distance of about 30m. This distance is t.oo far to det. (~C t the 
presence of prey by bats . On the basis of th<~ fact tha.t the received sound is 
disturbed by the movement. of insect's own wings, it is possible to determine 
the relative altitude of attacker. The nerve signals from receptors type A 1 are 
emitted with the frequency that is in proportion to the intensity of received 
ultrasouuds - therefore the moth can be aware whether the bat is approaching 
or flies away. The potential prey takes a position in which intensity of signals 
frmn the left and right "ears" is the same, and proceeds in the direction lead­
ir.g away from attacker (this direction is established on the basis of gradient 
change of the signals from cells Al). In result of the above, it takes a position 
with its back facing bat, and so becomes a very small area reflecting the signals 
of the approaching predator. Would it expose its side, then the area. of wings 
would be reflecting quite substantial amount of signal , which would increase the 
probability of detection. Should this strategy fail to bring an effect , then the 
receptors of the second kind, known as cells A2 are comiug into action. These 
cell are reacting to ultrasounds from the distance of 2-3m only. The closer is 
bat, the more intensive becomes their action, which consists in the disturbance 
of mechanisms controlling the movement of wings . In the last moment , when 
the attacker is very close, it leads to complete paralyzing of wings, and the moth 
is falling down inert. It is a sudden maneuver, frequently leading to the escape 
from the bat. 

This is an example of distributed architecture - the two separate tracks of 
information processing, that is - the left side and the right side cooperating 
with other layers, e.g. with the mechanism of the wings ' movement . It is 
also an example of "intelligent design" - it consists in the fact , that the whole 
mechanism is effective, which in result brings complex behavior , and on the 
other hand it is very simple. It is not claimed hereby that this is a certain form 
of intelligence, but only that the performing of such maneuvers by control with 
the use of conventional methods would have required the use of considerably 
larger number of calculations (e.g. speed and direction of bat's flight , control of 
wings, etc.), and would require higher consumption of energy. 

This example illustrates also the proposition , that the controlling system 
can not be separated from the controlled object - both these components are 
harmonized with each other, e.g. placement of "ears" of night butterfly under 
its wings enables the determination of the relative altitude of a bat. It is one of 
the arguments used by supporters of the embodied artificial intelligence versus 
the classical approach to the problem. The example that is frequently quoted in 
this discussion are expert systems, which are completely devoid of the "body", 
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2. Behavior of autonomous mobile systems 

The behaviors of autonomous mobilf! system may assume many difFerent forms. 
In particular, as far as the application of dist ributed architecture controllers is 
concerned, among many features they may show, the most. essential seem to be: 
coherence of behavior , rational behavior, adaptation abilities. Further consid­
erations in this paper are focusing around the analyses and methods ensuriug 
preservation of these features. Quoted hereunder are the selected, and adopted 
in further considerations, definitions descriuiug these features. 

Coherence of behavior : in case of confiict between the execution of de­
cisions made by some layers of controller, the autonomous mobile system shall 
not behave in an "undecided manner" , i.e. it shall not try to execute diflerent 
goals, depending on insignificantly varying states of environment. 

Rational behavior: in every situation the decision on the behavior of 
autonomous mobile system shall be undertaken with all knowledge contained in 
controller taken into consideration, and with all goals taken into consideration. 
In other words: in the case when the autonomous mobile system is in th(' 
situation when transferring of control of its effectors to one of its layers will 
result iu achieving of one of the autonomous mouile system goals, then such 
transfer of control shall take place. 

Another definition is given iu McFarland and Bosser (1993). According to 
it, rational behavior consists in the meeting of following requirements: 

Compatibil-ity: the autonomous mobile system, due to irrational control shall 
not try to execute simultaneously two mutually contradicting actions, e.g. the 
mobile robot can not try simultaneously to travel forward and backward. 

Common cu:rrency: in the case of the occurrence of confiict between different 
layers of controller, i. e. when they are trying to execute confiicting actions 
(which leads to the loss of compatibility) , then in order to provide rational 
selection, there must exist a certain "common currency" for all layers, defining 
how the execution of given action is important at a given time. 

Consistency: the problem of rationality of given autonomous system can 
also be expressed in the following way: when being twice in the same situation 
(understood as a state of environment and the internal state of the controller) 
the autonomous mobile system takes each time a different action, then it can 
not be regarded as rational. 

Tmns'it'ivity: the action selection is effected on the basis of the currency 
common for all layers. In the case when the selected action is A, regarded as 
more important than B (that is: A > B) , and action B is recognized as more 
important than C (that is: B > C), then in the case of selection between A and 
C, action A must be selected (that is: A> B > C must take place). 

In the further part of the McFarland and Bosser (1993) one can also find the 
statement that coherent behavior is the necessary condi tinn for the occurrence 
of rational behavior. 
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tions, since they are not contradictory, they are rather mutually complementary. 
While studying the behaviors of autonomous mobile systems, the limitations 

01 1 maintaining of rational behavior should be kept in mind. The limitations 
are due to: 

• limited possibility of data processing (e.g. limited volume of memory, 
limi ted speed of computer process ing uni t, etc.), 

• limi ted possibili ty of obtaining the data on the state of environment re­
sulting from the finite number of receptors (e.g. distance sensors) with 
fini te accuracies, ranges, etc., 

• limi ted knowledge about the proper rules of action in a given situation 
(anticipation of the consequences of one's actions on the basis of finite 
knowledge base), 

• limi ted possibilities of the execution of control commands - coutrol with 
z.ero error is not possible. 

In connection with the above it is possible to obtain only " bounded ratio­
nality", Simon (1987). The autonomous mobile system can act in a rational 
way only within the range of certain limitations. From the point of view of 
au r~x tcrnal observer (not bound by all or part of these limi tations) the loss of 
actions' rationality can take place, Russell ( 19!)1). 

Adapt ive behavior: iu the case of act ions in the unknown and dynamic 
environment , the autonomous mobile system shall revea l adaptation abili t ies 
if it is in a position to change its behavior by adapting itself to the variable 
states of euvironmeut. The additional manifestation of adaptation could be 
also quicker reactions of the controller to the repeated states of environment . 

In the case of the class of controllers discussed in this paper, subject to adap­
tation can be the control layers, or the manner their cooperation is organized, 
i.e. the action selection method. 

3. Adaptive, distributed controller - a new solution to the 
action selection problem 

3.1. Preliminary assumptions 

The distributed archi tecture controller consists of a set of simultaneously acting 
layers, jointly controlling the behavior of the mobile autonomous system. The 
flow of information from different kinds of receptors testing the state of envi­
ronment as well as the internal state of controller to the effectors takes place 
simultaneously in each of its layers . The main problem in the proper functioning 
of distributed controllers is the action selection problem. This problem consists 
in the continuous taking of the decisions on the questions: the execution of 
which goal is at given moment the most important , or which layers of the con­
troller have to control jointly the autonomous system. The proposed method1 

1 Research performed within the framework of KB N grant No 8T11 i\0.12 14 , P iotr 
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of the dynamic assignment of priorities, as well as the use of the elements of 
artificial neural network unsupervised learning techniques are used to resolve 
this problem, as shown on the basis of experiments, whose results are quoted 
in the following part of the article. The method discussed here ensures obtain­
ing of such features of mobile autonomous system behaviors like: coherence, 
rationality and adaptation. 

The general concept of the structure of a new adaptive distributed controller 
is based on the following assumptions: 

1. The controller is distributed , meaning the simultaneous (parallel) opera­
tion of all of its layers. In experiments quoted hereunder, such action of 
the layers is, however, simulated by the computer with serial processing, 
due to the limitations of available hardware. 

2. The data from receptors are initia.lly processed in the modules of prelimi­
nary data processing (called as "WPD modules" from now on), which are 
a kind of task dedicated filters. 

3. The data from receptors after their preliminary processing by WPD mod­
ules, are then used by the individual layers of the controller in order to 
generate the appropriate control actions, and also by "decision neurons" 
used in the process of action selection. 

4. The WPD modules are collecting the information on both the state of 
environment and the internal state of the autonomous system. 

5. The element deciding as to the way in which the effectors of the controlled 
autonomous system shall be made available to the layers of the controller, 
is called "decision mechanism" (with the structnre discussed later in this 
article). This mechanism enables obtaining of adaptive, rational and co­
herent behavior. 

6. The actions taken by autonomous system are causing changes of the state 
of environment , making up a kind of feedback loop for the controller, and 
being thereby the track for the transfer of information between its layers . 

7. In certain cases, the \VPD modules can exert an influence on each other, 
e.g. suppression. 

8. At every chosen moment it is possible to define the internal state of au­
tonomous system and the state of its environment , as well as the states 
the individual layers are aiming at . Thanks to the above, it is possible to 
define the metric describing the distance between the current and desir­
able states. It is not required that the spaces of states be discrete (they 
can be cont inuous) . There arc no limitations or simplifying assumptions 
on the sizes and dimensionali ty of the spaces of states. 

These assumptions shall be explained and developed in the following parts 
of the article. Some of these assumptions are conclusions from the observations 
of nature, which became the premises for the research on the proposed structure 
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3.2. Observations of nature as the premises for construction of adap­
tive distributed controller 

Distributed architecture 

Separation of control of individual elementary behaviors into separate, isolated 
layers comes from observation in nature. It was proven that a frog is jumping 
towards a detected insect using tv..-o separate reflexes. One of them allows for 
making the jump of adequate length, and the second is controlling its direc­
tion. The experiments described in Ingram (1996) show that the frog with the 
damaged part of brain , identified as being responsible for the direction of jump, 
when hunting, is jumping straight ahead regardless of the fact, at what angle it 
may see the insect, but it jumps by proper distance. In Ingram (1996) described 
also tests of behavior of humans with brain damages. In one of the cases, two 
rnticnt women had problems with the distinguishing and taking obj ects from 
the shelf in a. shop. However, their problems were completely different. One of 
them was unable to indicate any difFerence in the shape of the observed objects. 
However, she was in a position to grab correctly each of them , so that they were 
not falling out of her hand. This would have been not possible, should she be 
unable to match her grip properly to the shape of objects. The second patient 
was able to describe in a faultless way each of the objects. however she had a. 
serious problem how to grab them properly - in result these objects were falling 
out of her hands . The complex actions consist , then , of the set of simple and 
independent behaviors. The parts of the brain that control these behaviors rnay 
even not communicate internally with each other. Both of the above cases allow 
to suppose that the biological control systems, so far the most effective out of 
those known, have the structure of distributed nature, similarly like the solution 
suggested in the article. 

The role of preliminary data processing 

The data processing in the WPD modules is effected in order to carry out strong 
and specialized reduction of information. Each of the layers, in order to exe­
cute the elementary task assigned to it, needs the set of data on the state of 
environment as vvell as the internal state of the controlled object. Each of the 
layers requires synthetic description of the situation of autonomous system as 
sren from different points of view. Here we have an incidence of analogy to 
biological systems, in which the sensor information is subjected to strong filtr a.­
t,;on, Tadeusiewicz (1989). For example, the eyes of a frog are equipped with the 
movement filters, so that frogs can see small and mobile objects only, Droscher 
(1996). Such a simple solution allows for easy distinction of the dead and mo­
tionless insects from the living, hence mobile insects. En route of evolution 
the insects have developed the defensive reflex consbting in lying motionless , 
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Another natural example of filters superimposed on the signals from re­
ceptors can be the case of a sleeping squirrel. When the wind is moving the 
branches, it rains, or other noises arise - squirrel is sleeping firmly. If, however a 
marten is climbing up the tree trunk, causing the sounds that are more delicate 
than the rain- the animal reacts immediately, Droscher (1996). 

The same receptors are used for different purposes. In the case of frog the 
same eyes, which are used for hunting insects, are allowing for the distinguishing 
the day from the night , seeking partners, avoiding of dangers. Similarly, the 
WPD modules enable the multiple use of the same sensors by different layers 
of the controller. Each layer of the controller is receiving an information on the 
stat.e of environment that is essential only for the correct execution of the task 
assigned to it. 

Phenomenon of adaptation 

Under established conditions individual reflexes (or behaviors) are initially ranked 
according to certain importance. The priorities are making up a certain proto­
type of typical behaviors, e.g. it is more important to escape from a predator 
than to have a rest after meal. However, such ranking is changing along the 
changes within the state of environment - this is the adaptation . 

The phenomenon of adaptation to the conditions prevailing in the environ­
ment can be manifested by the behavior consisting in a certain kind of "COll­

ccntration of attention". Such situation can take place, for example, when in 
the environment of a given living organism there appears a large quantity of 
food (at a time when it is hungry - it is an internal state of organism, that can 
be compared to the case of discharged batteries supplying mobile robot with 
energy). Then it "pays more attention" to reaching food- the reflex of seeking 
food and reaching it becomes dominant . However, when predators appear in 
the environment, the reflexes of hiding and escape are activated and begin to be 
dominant. When comparing two living organisms of different history - the first 
one, from the environment in which there was large number of predators, and 
th~· second, from the environment in which there was a large quantity of food, 
but no predators at all - then probably in the presence of food the first organism 
shall be more "careful", that is , it shall react more quickly to the appearance 
of predators. On the other hand, the second one shall be "more concentrated" 
on food. This is the manifestation of adaptation - each of these organisms has 
adapted itself to the conditions of its environment. This phenomenon was found 
during research on behavior of fish, .Jachner (1995). Documented was the de­
pendence of behaviors on the history of given specimens: it was proven that 
given fish specimens from the species of bleak, coming from the population ex­
posed to the pressure of pikes, arc reacting in a stronger way to the presence of 
an alarm substance than those th ~;.t have never encountered it. Fish synthesizes 
the chemical alarm substance, being released to the water environment only in 
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It was noticed that in the case of living organisms, the intensity of stiJJJIJ ­
lus has great significance for the promptness of reaction to it. Oft< ' II tit<' It Jon ' 
intensive it is, the quicker tlte reflex (or behavior) stimulated bv it is acti­
vated. The dependence of behavior on the intensity of stimuli was described 
in Droscher (199G) on the example of birds . Observations were concerning be­
havior of vultures when eating the carrion. Their group is usually divided into 
three categories: actually eating, standing directly close to food, but being not 
admitted to it , and the third category: distant observers. As it turns out, be­
tween these groups there occurs incessant rotation, the birds are promoted in 
turn in the direction of the eating group. The mechanism of this phenorncJJOJJ 
is explained as follows Droscher (1996): in result of waiting the sensation of 
hunger is increasing among the birds, and at the same time the tendency to 
a ttacking. In particular the birds waiting close to food are intensely stimulated 
by the proximity of this food. At the same time the already eating individ­
uals have satisfied initial hunger and so their tendency to fight is decreasing. 
From this follows an interesting dependence: in a brawl the winning are not 
the strongest birds, but those that are currently the most hungry and close to 
food. Similar example can be found in Jachner (1995) , where fish behavior is 
described. It was found that the delay of reaction in relation to the detection 
of the signal presence depends on the concentration of alarm substance. At low 
concentrations this reaction time grows longer. 

3.3. Detailed assumptions of the architecture of adaptive distributed 
controller 

The assumptions and observations quoted above, concerning the character of 
nature, enable to determine the principles of the structure of the here proposed 
decision mechanism for action selection in distributed controller. Operation 
of decision mechanism is the result of cooperation of WPD modules, decision 
neurons and an arbiter. 

The layers executing more complex tasks have generally lower priorities. It. 
is suggested to call this phenomenon " inversion of priorities". Manifestations of 
this phenomenon can be also observed in the actions of humau minds. Usually 
when somebody gets hungry, or when something is worrying him, he is not in a 
position to think in a creative and abstractive way. This is a manifes tation of 
existing gradation of the importance of reflexes (or behaviors) in living organ­
isms. The most important is satisfaction of the basic needs (e.g. safety, food) . 
Only then, when they are satisfied - active become the remaining reflexes (or 
behaviors), e.g. satisfaction of curiosity. 

The individual layers of the controller in the proposed solution are by no 
means internally coupled with each other. The intelligent behavior is not written 
inside the controller in the form of procedures anticipating all possible situations, 
but is arising out of it by interaction of actions with the complex external real 
... ...... _ l ..J 'T' t. - ------ l L - _ r _ 
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and i 11 coust'quence t he change of the internal state of the controller , make up 
the ouly information channel between the layers of controller. 

It is all different with the \VPD modules. T he rational behavior of the 
autonomous system can be initially ensured by the introduction of mutual sup­
pression of the WPD modules. The reason for introduction of such mechanism 
is the existence of specific circumstan ces, in which actions of som(~ layers (hence 
the execution of some act ions) are completely needless or illogical. Example: 
SE-drc!tiug for items when container of the robot collecting them is full . 

The WPD modules, decision neurons and arbiter are jointly making up the 
decision mechanism (Fig. 2). 

E~YIRONME~T I 

Arbiter 

TVn - weights of decision neurons, 
Tn m - mutual influence of W P D modules with the numbers n and rn , 
External receptors - receptors collectiug dat a from the autonomous system cnvironmen1 
Internal receptors- receptors collecting data on internal state of autonomous system , 
vVPD1.. .n - modules of preliminary data processing, 
Layer 1 . .. n - layers of controller , 
N1 ... n - decision neurons, 
Arbi ter - the module making final action selection. 

Figure 2. T he proposed architecture of the cont roller 
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The decision mechanism is to a certain extent. behaving like a IJPmal network 
witn the number of decision neurons corresponding to the nu tuber of layers in 
tLe controller. Each such neuron has one iuput and one output. The signa.ls at 
the neuron inputs are the signals coming from WPD modules corresponding to 
the layers. Signals at neuron outputs are deciding which layer at a given momr-mt 
shall control the behavior of the autonomous mobile system. The output siguals 
are the result of the product of input. signals and the weight.s correspondiug to 
them. The arbiter selects at a given time instant the control layer with the 
strongest output signal of the neuron attributed to it. Such signals are from 
now on called "activations". 

Taking decision on the basis of activations calculated iu this way is compati­
ble with the " principle of letting through the highest value of behavior tendency" 
(discoverer of the principle: Nobel prize laureate K. Hartline), Droscher (1997) . 
This means that, if in the motivation system of any creature (or autonomous 
system) two contradictory behavior tendencies are aiming at ac tivation, then, 
contrary to completely nonsensical and inadequate behavior (e.g. continuous 
hesitation, that is - the loss of coherence) , winning is the tendency with the 
strongest motivation. This principle is ensuring the coherence of behaviors in 
the autonomous system. 

The values of weights are changing incessantly. At a given moment they 
result mainly from the history of action of the autonomous system, but. also to 
some extent from the current situation. These weights consist of two clements: 

1. Constant part - initially attributed to a given layer in accordance with the 
principle of priority inversion. 

2. Adaptive part- result of the incessant process of adaptation of the decision 
mechanism. 

The individual layers of the distributed controller are using - through WPD 
modules - two different kinds of receptors. These are the state of environment 
sensors and the autonomous system internal state sensors . The WPD modules 
make up a certain kind of filters. Their task is strong and specialized reduction of 
information, so that the control layers could receive synthetic description of the 
state of environment, or of the interual state. These sensors can be different for 
each layer, but in some cases different WPD modules can use common sensors. 

The WPD modules are preprocessing also the information for the needs of 
d2cision mechanism. Also in this case account is made of: state of environment 
and internal state of autonomous system. Resulting from of such preprocessing 
are two signals, one of them representing the external situation, and the second 
representing an the internal situation. 

The signal for the needs of the decision mechanism, representing the state 
of the environment , hereinafter called the external stimulus, is the distance 
between the current, state of euvironment , and the state that is intended (or 
avoided - depending on the kind of task of a given layer). This calculation 
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where: 1 - coefficient of forgetting . 

"Instar" method: 

w;(k) = wi(k- 1) + 7J (x .;(k)- w;(k- 1)) (7) 

"Outs tar" method: 

w;(k) = w;(k- 1) + 7J (y.;(k)- Wi(k- 1)) (8) 

Oja's Method: 

wi(k) = w;(k- 1) + 1JYi(k) [x;(k)- wi(k- 1)y;(k)]. (9) 

3.4. The structure and the op eration of an adaptive distributed con­
troller executing an exemplary task 

The exemplary task 

The details of the proposed solution of the structure and operation of the con­
troller shall be discussed on the basis of practical implementation of an exem­
plary task. The object of control is the mobile robot Nomad 200. In experi­
ments described some operations that are executed by the robot are partly or 
fully simulated (for example by a time that given operation takes) . 

The exemplary task consists in the collection of "objects" from the "store­
room" and successive transporting them "home". At the same time the robot 
has to avoid collisions with the obstacles and take care for an appropriate state 
of its batteries . Should the batteries be discharged to a certain level, then 
robot should arrive at the "battery charging station" . The robot, as a complex 
mechatronic system , should also monitor the degree of wear of its more impor­
tant mechanical parts. Should this degree of wear become adequately large, 
then the robot should proceed to the "service station", and when being there it 
should turn off itself in order to enable its overhaul and replacement of parts. 
In the discussed research all service operations are simulated . 

The controller executing exemplary task consists of nine layers (numbered 
from 0 up to 8): 

0. Behaviors connected with avoiding of collisions with obstacles . 
1. Reflex of travel towards "storeroom" (or in other words: towards the 

"goal"). 
2. Reflex of travel towards "home". 
3. Reflex of travel towards "battery charging station" ("station"). 
4. Behavior of robot when turns up in "storeroom" - grasping the "object" 

by manipulator. 
5. Behavior of robot when turns up at "home" - putting away the "object" 

from manipulator. 
6. Behavior of robot \Vhen turns up in "battery charging station" - charging 
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7. Behavior of robot when turns up in "service station" - turning itself off. 
8. Reflex of travel towards "service station". 

4. Adaptive distributed controller - results of laboratory 
experiments 

4.1. Experimental stand 

The photograph of typical arrangement of an experimental track is shown in 
Fig. 3. 

Figure 3. Typical arrangement of experimental track 

Photograph (Fig. 3) shows, marked on laboratory floor, goal points to be 
reached by the robot. within the framework of execution of the exemplary task. 
The figure shows also cardboard boxes making up the obstacles placed on the 
path of robot. The research has been carried out on three different routes 
differing from each other in the arrangement of goal points and obstacles. Goal 
points marked on the laboratory floor in various experiments with exemplary 
task were becoming "home", "goal" ("storeroom"), "battery charging station" 
("station" for short), "mechanical service point" ("service" for short). The 
arrangement of obstacles in the case of routes No 1 and 3 was as shown on 
Fig. 3. In the case of route No 2, arrangement was somewhat different - as 
shown in Fig. 4. The function of obstacles was performed also by laboratory 
walls. 

Table 2 and Fig. 5 show coordinates of goal points and their different func-
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Figure 4. Arrangement of obstacles in the case of route No 2. 
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Figure 5. Arrangement of goal points to be reached by robot (scale in [m]). 
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Table 2. Co-ordinates of goals and their different functions depending on the 
route. 

Goal Marking Function on Function on Fuuctiou on 
co-ordinates in Fig. 5 route No 1 route No 2 route No 3 
in [m] 
(0, 0) Goal A "home" "home" "hmnc" 
(2.8, -1.54) Goal B "goal" "service" "station" 
(2.8, 0.74) Goal C "station" "goal" ''service" 
(1.15,2.5) Goal D "service" "station" "goal" 

4.2. Program of research 

The principal objective of research was to carry out the experiments , which 
were meant to demonstrate that the distributed adaptive controller proposed 
in this article shows such features as: rationality, coherence and adaptation 
ability. More than 100 experimental real travels of mobile robot Nomad 200 
were carried out. The data collected and analyzed from the experiments were 
obtained within the framework of the following research sub-programs: 

1. Due to of theoretical analysis and on the basis of introductory experiments 
details were selected of controller structure and decision mechanisrn , as 
well as the settings of all parameters. These settings were set as the refer­
ence for all experimental changes made in the course of further research . 

2. A series of experiments was executed on a selected route, with the usc 
of a selected learning method, with the selected settings of the controll<or. 
These experiments were all carried out under the ~arne conditions, as a 
multiple repetition of the same experiment. In this way the repeatability 
of the experiment results was tested. 

3. A group of parameters was sorted in the controller algorithm, which af­
ter preliminary analysis appeared to have the significant influence on its 
operation. The influence of the changes of these parameters on the func:­
tioning of the controller was tested for a selected learning method and 
over different routes. 

4. Operation of the controller when using five different learning methods was 
compared. 

5. A series of experiments having to reveal the adaptation features of the pro­
posed solution of the problem of action selection in distributed controllers 
was carried out. 

In the following part of this paper the most important and significant results 
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4.3. Research sub-program N o 1: preliminary experimental selec-
tion of controller parameters 

The initial settings of all parameters of the distributed controller were selected 
empirically and analytically. Several series of experiments were executed, and 
only the results of those that are most important will be shown. Out of the 
most essential parameters we may mention: 

1. ·iwewnmax for all layers - maximum values of internal imperatives iwew 
for individual layers (see formula (3)). 

2. Values of constant parts of weights for individual layers (see formula (4)). 
3. Learning coefficient- rJ from formulas (5) to (9). 

Ad 1) The values of parameters iwewnmnx for individual layers were selected 
so as to reflect the importance of given layers' actions, which in a sense is the 
equivalent of priorities of these layers. Table 3 shows the initially established 
values of these parameters for controller executing the exemplary action. 

Table 3. Preliminary values of iwewnrnnx for controller executing the exemplary 
action. 

Layer Value of iwewnmax 
Nr 0, avoiding obstacles 15.0 
Nr 1, aiming at "storeroom" 6.0 
Nr 2, aiming at "home" 7.0 
Nr 3, aiming at "station" 8.0 
Nr 4, behavior in "storeroom" 20.0 
Nr 5, behavior at "horne" 20.0 
Nr 6, behavior in "station" 20.0 
Nr 7, behavior in "service" 20.0 
Nr 8, aiming at "service" 9.0 

Ad 2) The values of constant parts of weights attributed to given layers, 
similarly like the values of parameters i wewnmax, are reflecting in a sense the 
priorities of individual layers. The provisionally adopted values of constant 
weights are shown in Table 4. The influence of these parameters on the operation 
of controller was examined in the experiments described later. 
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Table 4. Provisionally adopted values of constant weights. 

Layer Values of constant weight. 
Nr 0, avoiding obstacles 2.0 
Nr 1, aiming at "storeroom" 1.0 
Nr 2, ai ming at "home" 1.0 
Nr 3, aiming a t. "station" 1.0 
Nr 4, behavior in "storeroom" 1.5 
Nr 5, behavior at "home" 1.G 
Nr 6, behavior in "station" 1.5 
Nr 7, behavior in "service" 1.5 
Nr 8, aiming at "service" 1.0 

Ad 3) The learning coeffi cient , used in formulas (5) to (9) , was provisionally 
es tablished at the level of 0.1. 

4.4 . Research sub-program N o 2: r ep eatability of results 

Within the framework of the second research sub-program, 16 experiments were 
carried out on route No 1, using the " instar" learning method (formula (7)) , 
for the controller settings selected in the first research sub-program. These 
experiments were carried out under the same laboratory conditions, at the few 
day intervals, as a multiple repetition of the same experiment . 

For the purpose of analysis of the repeatability of results , the following phe-
nomena t aking place in the experimental series were tested: 

1. Order of reaching the goals and number of achieved goals. 
2. The course of layers' activity. 
3. The course of layers' activations. 
4. Duration of experiment. 
5. Number of interventions made by the obstacle avoiding layer. 
6. Total length of route covered during a given experiment. 

Statistical analysis of the experiments carried out within the framework of 
the second research sub-program leads to the conclusion that the experiments 
carried out under the laboratory ensured repeatable conditions, are in fact re­
peatable. This proves the fact that a relatively small number of experiments can 
make up the basis for generalization and analysis of the observed phenomena .. 

4 .5. Research su b-p r ogram No 3 : the in fluence of paramet ers on t he 
op eration of controller 

Within the framework of this research sub-program, the group of parameters 
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ysis and experiments within the first research sub-program seemed to have the 
significant influence on its operation. The influence of these parameter changes 
on the operation of the controller was tested for the selected learning method 
(" ins tar", formula (7)) and different routes. 

·within the framework of this research sub-program a few dozen of exper­
iments were carried out. Only the most interesting results shall be presented 
herein . Within one of the series of experiments, the operation of controller was 
illtentionally brought to serious disturbances. In effect of blocking of the exter­
nal stimulus signals bz, the movement of robot was decided almost exclusively 
by internal imperative only (see formula (1)). Consequently, the robot was few 
times nearby the subsequent goals, but instead of reaching them and executing 
local tasks corresponding to them (e.g. charging batteries), robot was passing 
them by and traveling to other goals. Fig. 6 shows the route it has covered . 
There was no loss of coherence, but in t his case one can hardly talk about 
rational behavior. 
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Figure 6. The route covered by robot (scale in [m]) . 

In another experiment, the mutual influence of the WPD modules of travel 
to "storeroom" and "home" was turned off. The robot has reached the "store­
rvom", and from this moment on it has remained in this area - every time upon 
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coherence was retained, but behavior was not rational. Fig. 7 shows the route 
of the robot. 

,- -~- - ·--- , 

Figure 7. Route of robot (scale in [m]). 

Another series of experiments have been carried out with the purpose of 
testing the influence of iwewnmax parameters (see formula (3)) on the behavior 
of robot. With regard to the values established in fir st research sub-program 
iwewnmax was changed to the values ten times bigger, ten times smaller, and 
all of them remaining the very same, as well as replaced by rand01n values. 
The only noticed difference in robot behavior with regard to experiments from 
the first or second research sub-programs were the changes in frequencies of 
reaching individual goals. The conclusion resulting from the above is that it 
has no importance whether values of iwewnmax are large or small, important 
are only their mutual proportions. 

Similar series of experiments has been carried out with the purpose of testing 
the influeHce of all constant parts of weights of the decision taking mechanism on 
the behavior of robot (see formula (4)). With regard to the values established 
in first research sub-program the constant parts of weights were changed to 
the values ten times bigger , ten times smaller, all remaining the same (equal 
1.0 and 0.0), as well as for random. The courses of these experiments were 
not distinguished by any significant feature, with only one exception . It was 
noticed that the values of constant parts of weights have an influence on the 
promptness of controller reaction to the internal and external stimuli. This 
occurs in particula.r in the case when at the moment of action of a given stimulus, 
the current activation of the layer reacting to it was low. 

Another group of experiments were the ones, whose purpose it was to test 
the influence of the learning coefficient (formulas (5)-(9)) on the operation of 
the controller. Behavior of the robot on various routes and for different values 
of the learning coefficient (from 0.1 up to 0.999) was tested. Fig. 8 shows an 
example of the way covered by the robot on route No 2, at 17 = 0.1. Fig. 9 shows 
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Figure 8. Robot's path on route No 2, at 7]=0.1 (scale in [rn]) . 
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At higher values of the learning coefficient r1 an intensification of the phe­
nomenon of the loss of coherence was observed. The value of 17 = 0.1 turned out 
to be universal for a ll routes in t he here tested exemplary task. Decrease of the 
value of learning coefficient 7] (formula (7)) causes that the adaptation parts of 
weights are reacting somewhat slower to the changes in situation, introducing 
a cen.a in kind of inertia and elimina ting t he occurrence of temporary losses of 
coherence. Then , further decrease of the value of 11 results in the disappearance 
of adaptation features. 

4 .6. Research sub-program No 4: comparison of learning methods 

In the fourth research sub-program the actions of controller were compared for 
the use of fi ve various learning methods, according to formul as (5) to (9). 

Conclusion from t he fourth research sub-program: only the " instar" type 
leaming method (formula (7)) a llows for obtaining of the correct operation of 
the decision taking mechanism . 

4.7. Research sub-program No 5: adaptive fe a tures of controller 

Within the fr amework of t he fifth research sub-program a series of experiments 
h<~ving to document the occurrence of adaptation features in t he proposed so­
lution of the problem of action selection in distr ibu ted controllers was carried 
out. The experiments were carried out on route No 1, with the use of the " in­
st (lr" learning method (formula (7)), for the controller setting selected in the 
preceding research sub-programs . 

The experiments in this research sub-program consisted in: 
1. interruption of experiments at certa in moments, t hen manual guiding of 

the robot into various points of the t est track and again transfer of the 
control of the robot movement to its distributed cont roller , 

2. interrupt ion of experiments at certain moments , then holding of robot in 
place and releasing it aft er certain time, 

3. forcing the robot to remain within a certain area of the test track with 
the appropria te use of the mobile obstacles , 

4. rearranging of obstacles on the way to goals, 
5. putting the robot in motion on three different routes (routes No 1, No 2, 

No 3) without a ny modification of parameters of t he distribu ted controller , 
6. various combinations of the above interventions. 

The adaptation phenomenon has manifested itself in two ways within this 
series of experiments: 

1. Short term adaptation: cont roller was immediately adapting itself to the 
suddenly changed state of the environment (e.g. new position of the robot , 
for ced by the operator) and was cha nging its current priorit ies. Depending 
on the new, external and internal stimuli , as well as its history, the robot 
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discharging the batteries was adequately significant, and the distance to 
the "station" in a manually forced new position of the robot was ade­
quately small, it was reaching the "station" in spite of fact that before the 
operator's intervention it was traveling to the "storeroom". If, however, at 
a small distance from the "station" the state of batteries was satisfactory, 
the robot was continuing its travel towards the "storeroom" from a new 
manually forced position. 

2. Long term adapt ation: controller was modifying its general behavior in 
the consequence of operator's interference, or the route changes (switching 
between routes No 1, 2, 3) . For example, if normally during the movement 
along a given route after a given time it was reaching the "station", then 
in a new situation (after operator 's interruption) it was not doing this 
after the same time and covering the same route. The controller was 
executing new plan. The robot was behaving in a rational and coherent 
way, but under completely new conditions caused by the interference of 
the operator. An observer could say that the robot was adapting its route 
plan on up-to-date basis with new situation. 

The trajectories along which robot was moving were not revealing any irra­
tional behaviors, e.g. repeated return to one of the goals , colliding with obstacles 
or making circles around without reaching none of the goals. There was no single 
case of the loss of coherence. 

As an example let us consider one of the experiments . It was consisting in 
that when the robot was for the firs t time on its way to the "storeroom", it was 
interrupted and directed manually to the point located close to the "service" 
(point A on Fig. 10). However, due to the fact that internal imperative for 
the layer of aiming at "service" was very small at the moment (that is , the 
simulated degree of the wear of robot's mechanical parts was small) , in spite 
of the proximity of this goal - the robot has renewed its drive towards the 
"storeroom" . 

After unaided reaching of "storeroom" and back "home", the robot was 
again directed in the vicinity of "service" (point B on Fig. 10). Also this time 
it has not traveled to this goal, but upon the return from the originally planned 
"storeroom", robot was heading towards the "station". In addition, during one 
of the subsequent travels "home" it was forced again (by the proper shaping of 
the obstacle) to travel along a longer way - avoiding of the obstacle on its left 
side (point Con Fig. 10). 

Fig. 11 shows the dynamics of activations of decision neurons during the 
experiment illustrated also in Fig. 10. The arbiter selects at a given moment 
the layer with the highest activation as the active one. 
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Figure 10. The route covered by robot (route No 1, scale in meters) . 

Figure 11. LO G [activation of decision neurons] 2 samples ~ 1 second. At a. 
given moment the layer of the highest activation is selected. 
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4.8. Problem of action selection 

In the following part of this paper the analysis of behavior of robot controlled 
by adaptive distributed controller will be presented basing on the results of 
experimental research and on the defini t ions adopted earlier in this paper. 

The coherence 

The coherence of the controller proposed here equipped with the decision mech­
anism, has been demonstrated on the basis of a series of t he experiments. The 
coherence can be tested directly with the use of the layers' activity graphs. Such 
graphs (as in Fig. 12) show the activity of layers, that is the numbers of layers 
selected by the arbiter at given moments. In the case when during a short time 
one can see many changes of numbers of currently active layers, one can suppose 
loss of coherence. 

Fig. 12 presents the course of experiment, in which the loss of coherence 
has not t aken place, and Fig. 13 - the case in which due to an intentional 
experimental actions the loss of coherence took place (vicinity of points A, B 
and C). 
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Figure 12. Coherent act ivity of layers (2 samples~ 1 second) . 

All the discussed experiments, not counting those in which the disturbances 
of the decision mechanism's functioning were intent ionally introduced by chang­
ing of some of its parameters or learning method , show t hat the est ablished 
method of action selection by means of decision mechanism allows for the achiev-
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Figure 13. The loss of coherence: points A, B and C (2 samples ;::::: 1 second). 

used experimental track (routes No 1,2,3), of some parameters of the controller 
(experimental sub-programs No 2 and 3) and of rapid changes of the environ­
ment state (experimental sub-program No 5) . 

The rationality 

The rational behavior of the controller is ensured provisionally by the very 
method of its operation - by the appropriate design of the WPD modules . By 
their appropriate design, it was provisionally established in advance which layer 
of controller is to be activated at the occurrence of a given state of the envi­
ronment and a given internal state. There exists a certain kind of information 
filtration , described in the paragraphs pertaining to the premises based on na­
ture. 

Selection of individual layers as the controlling layers, is not only decided by 
tbe WPD modules since they can activate to operation many layers at the same 
time. The action selection results mainly from the operation of the decision 
mechanism. In taking of decision as to which layer shall at a given moment be 
controlling t he behavior of autonomous mobile system, account is taken of the 
external circumstances (the state of environment), the internal ones (internal 
state) as well as the history of actions (adaptation parts of weights). The behav­
ior of a system is not based on any complex internal representation of the state 
of environment , models of this environment, nor the actions of symbolic nature 
( <-'.S e.g. in expert systems). The main role in the operation of a system is played . . 
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simple reactive system. This system have real body of specific design, it acts 
in the real world. The system is situated a.da.ptively, it has a certain history. 
Under identical situations (understood as the states of environment only) it do 
not have to behave always in the same way. Its behavior depends also on the 
their history and their internal states . 

When carrying out the analysis of the rationality of autonomous mobile sys­
tems it is necessary to keep in mind the phenomenon of bounded rationality, 
Simon (1987). An example of the occurrence of this phenomenon can be the 
situation , in which the robot is avoiding the obstacle by making an excessive 
number of maneuvers. One can imagine the case in which e.g. the last few ob­
served maneuvers were not already necessary - should the robot travel straight 
on to the goal point, it would not have collided with the obstacle . The param­
eters of the algorithm of avoiding the obstacles are the result of an arbitrary, 
and often supported by a number of experiments, decision of human system 
designer. From the point of view of a human observer, behavior of the robot is 
iE-ational. However , there is no irrational behavior from the point of view of the 
controller executing correctly its program and utilizing in full the data from the 
sensors. Even human behaviors - those being analyzed later on, in particular 
with better knowledge on the given event - may seem to be irrational. 

In the experimental research the irrational behavior of robot was encoun­
tered. The irrationali ty of behavior was expressed by: omitting the execution 
of ta..'iks to be performed when being at a given goal point , lack of coherence 
of behaviors (it is impossible to talk about rational behavior without coher­
ence), avoiding of non-existing obstacles, colliding with obstacles, making circles 
around only one goal point , execution of selected part of tasks only with full 
omission of the remaining ones, the behavior resulting from internal states only 
- without taking into consideration the state of environment . None of these phe­
nomena does occur in the case of controller with the mechanism taught by the 
"instar" method, with properly selected parameters. Correct operation of such 
controller has been documented in particular in the second and fifth research 
sub-programs. 

In section on "Behavior of autonomous mobile systems", the following was 
written about the rational behavior: " in every situation the decision on be­
havior of autonomous mobile system shall be undertaken with all knowledge 
contained in controller taken into consideration, and with all goals taken into 
consideration. In other words: in the case when the autonomous mobile system 
is in the situation when the transfer of control of its effectors to one of its lay­
ers will result in achieving of one of the autonomous mobile system goals , then 
such transfer of control shall take place" . According to this definit ion, the pro­
posed solution of the problem of action selection ensures the rational behavior 
of autonomous system. It is a direct consequence of the structure of distributed 
controller described in the article. The structure and operation of the controller 
are the direct realization of the idea expressed by the above definition. 
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also considered according to the definitious fro m l'vlcFarland aud Bosser (1993): 

1. Compatibility: In connection with the fact that behavior of the autonomous 
mobile system is the resul t of selection of one of control layers as currently 
controlling its movernents, there is no possibility of occurrence of a conflict 
in the form of attemp t of executing simultaueously two contradictory oper­
ations, like e.g. simultaneous travel forward and lmckward . Such couflicts 
also do not arise within the confiues of individual layers. Consequently, 
the compatibility is always retained . 

2. Common cmrency: The common currency is constituted by the levels of 
activa tion of the controller layers , tha t are then compared by an arbiter. 
These signals are defined uniquely, and consequently t his postulate is met . 

3. Consequence: The consequence of controller actions is always retained. 
This follows directly from the fact that. a ll behaviors of the autonomous 
mobile system are the resul t of control resulting from intem al st ates (in­
cluding history-defined factors) as well as the sta tes of this sys tem's en­
vironment . No other factors have t he inf-luence on t he course of control. 
Consequently, always in the case of t he same states of environment and 
internal states of the controller, behavior of autonomous mobile sys tem is 
the same. 

4. Transitivi ty : The activations of the cont roller layers are expressed numer­
ically. Each such value can be compared with another , in accordance with 
the basic rules of mathematics. In this way the postula te of transitivity 
is met by definition. 

Since coherence also has been proven , the autonomous mobile sys tem with 
proposed distributed adaptive controller architecture is rational. 

The adaptabili ty 

In connection with the existence of the decision mechanism , whose operation 
is based rna.i1lly on the dynamic assignment of decision parts of weights to the 
layers, t he described controller shows the adaptation feat ures. The results or 
research carried out within the fifth research sub-program can serve as a proof of 
t he above. These results show that the cont roller is adapting itself to t he variable 
sta tes of the environment and is in a position - without any adjustments by man 
- to control t he movements of the robot in various environments (routes No 1, 
2, 3). 

5. Concluding remarks 

5.1. Conclusions 

The article presents t he problems connec ted wi th the issue of action selection 
in the distributed cont rollers of autonomous mobile systems. The ada ptive 
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mechanism constitutes a solution that is ensuring for the autonomous mobile 
system the coherent and rational behavior with simultaneous demonstration of 
adaptat ion properties. This is evidenced by the results of experimental research 
carried out during the realization of exemplary task. 

The exemplary task is one out of many possible cases of using the proposed 
methods of action selection. It has been formulated only for the needs of carrying 
out of the experimental research on a real object- the mobile robot Nomad 200. 
The usefulness of the proposed solution is growing along with the complexity 
of the distributed cont roller, since it is resolving in an unambiguous way the 
problem of action select ion. If it is possible to meet the required assumptions 
(see point 3.1), then the tasks assigned for distributed adaptive controller can 
be more complex. 

One of the more interesting conclusions from this work is the observation that 
w'.1en building more and more complex control systems , the boundary (seem­
ingly distinct) between the hierarchic architecture and distributed (parallel) 
architecture is fading away. The problem of action selection in the adopted 
solution is partly resolved by the WPD modules (preliminary data processing). 
The results of decisions made by control layers are transferred to effectors, which 
in turn have controllers of low level ensuring e.g. the maintenance of the re­
quired rotational speed of motors. Therefore, there exists a point of view, from 
which each of the controller layers (consisting among other things of: sensors, 
WPD module, control layer, low level controllers of effectors, effectors) is a hi­
erarchical structure. In the final effect one can look at it as at hybrid structure 
- distributed system consisting of sub-systems of hierarchical character . 

The very important factor influencing the behavior of autonomous mobile 
system, turned out to be constituted by t he phenomenon of bounded rationality. 
The influence of this phenomenon can be seen in practice in all the discussed 
cases of the autonomous mobile systems controllers. 

5.2. Further research 

Further work may proceed in several directions. The features, that were not 
tested in full in the work described are: the problem of scaling ability and 
the problems with the implementation, Pfeifer, Scheier (2000). The research 
in this area should consist in verification whether during the expansion of the 
controller by addition of new layers, its correct functioning is not disturbed. 
On the basis of principles of decision mechanism construction , and the tests 
and analyses carried out we can expect that this should happen. Then, the 
following advantage of solution proposed in this work would appear. 

Another direction of research can be constituted by the attempts of applica­
t ion of genetic algorithms. In particular, t his technique could be applied in the 
selection of controller parameters. At the present state of research work, these 
parameters were selected by means of the methodology as described and used 
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The next interesting question could be the differentiation of the value of the 
learning coefficient 11 (formula. (7)) . Currently all layers have the same value of 
the learning coeffi cient . Select ion of these parameters , separately for each layer, 
can be carried out with the use of genetic algorithms. 

It appears interes ting to test the application of a tree-like structure. In that 
situation the groups of layers of e.g. simple reflexes contributing to complex 
behaviors, could be equipped with their own separate decision mechanisms. On 
the second, higher level of organization - the complex behaviors could compete 
with each other, also by means of the described decision mechanism. In addition, 
it would be possible to introduce independent actions of layers in the cases when 
they are controlling mutually independent degrees of freedom while executing 
common global goals. 

The most important step that can be mad e in further work may consist in the 
testing of the proposed action selection mechanism implemented on computers 
with parallel processing. In the research discussed, the parallel operation of the 
controller was simulated only. 
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