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Abstract: In this paper, multiobjective variational program-
ming problem is considered. Mond-Weir type higher order duality
results are established by using the efficiency of higher order as the
optimization tool. In order to prove these results, we propose the
notion of generalized higher order (F, ρ, θ,m, h)−invexity.
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1. Introduction

One of the most important aspects in the development of numerical algorithms
for solving optimization problems is duality. Higher order duality has even
greater significance than the first order duality, since it provides tighter bounds
for the value of the objective function when approximations are used, because
it involves more parameters. Higher order duality for the variational problem
has been studied by Sharma (see Sharma, 2015) and Padhan and Nahak (see
Padhan and Nahak, 2013), whereas first order duality was studied by Stancu-
Minasian and Mititelu (see Stancu-Minasian and Mititelu, 2008). They used
optimality as solution concept for the single objective problem and efficiency
for the multiobjective problem to prove duality results. In this paper, we use
the concept of efficiency of higher order to study the multiobjective variational
problem. A higher order dual of Mond-Weir type is proposed. The class of
generalized higher order (F, ρ, θ,m, h)−invex functionals is also introduced in
this paper, which facilitates obtaining the duality results for the proposed dual.
The paper is organized as follows: in Section 2 some basic definitions and pre-
liminaries are given. Mond-Weir type higher order dual of the multiobjective
variational problem is proposed in Section 3 and duality results are obtained
under the assumptions of generalized higher order (F, ρ, θ,m, h)−invexity.
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2. Definitions and preliminaries

Let n, r and p be positive integers. Here Rn denotes an n-dimensional Euclidean
space.

For any x = (x1, x2, . . . , xn)
T
, y = (y1, y2, . . . , yn)

T
∈ R

n.

(i) x = y ⇔ xi = yi for all i = 1, 2, . . . , n.
(ii) x < y ⇔ xi < yi for all i = 1, 2, . . . , n.
(iii) x ≦ y ⇔ xi ≤ yi for all i = 1, 2, . . . , n.
(iv) x ≤ y ⇔ x ≦ y and x 6= y.

Let Rn
+ and intRn

+ denote the non negative and positive orthant of Rn, re-
spectively. For a given real interval I = [a, b], let x : I → R

n be a piecewise
smooth state function with its derivative ẋ. For notational convenience x(t) and
ẋ(t) will be written as x and ẋ, respectively. Let f i : I×R

n×R
n → R, i ∈ K =

{1, 2, . . . , k} and gi : I × R
n × R

n → R, i ∈ M = {1, 2, . . . ,m} be continuously
differentiable functions with respect to each of its argument. Let us denote the
partial derivative of f i, i ∈ K, with respect to t, x and ẋ by f i

t , f
i
x and f i

ẋ, re-
spectively. Analogously, we write the partial derivative of gi, i ∈ M.

Let X be the space of piecewise smooth state functions x : I → R
n, equipped

with the norm ‖x‖ = ‖x‖
∞
+‖Dx‖

∞
, where the differential operatorD is given

by u = Dx ⇔ x(t) = x(a) +
∫ t

a
u(s)ds.

Therefore, D = d
dt

except at discontinuities.

The Multi-Objective Variational Problem (P) is defined as follows:

(P) Minimize

∫ b

a

f(t, x, ẋ)dt =

(
∫ b

a

f1(t, x, ẋ)dt, . . . ,

∫ b

a

fk(t, x, ẋ)dt

)

subject to

g(t, x, ẋ) = (g1(t, x, ẋ), . . . , gp(t, x, ẋ)) ≦ 0, t ∈ I, (1)

x(a) = α, x(b) = β, α, β ∈ R
n. (2)

Let X0 = {x ∈ X | g(t, x, ẋ) ≦ 0, t ∈ I, x(a) = α, x(b) = β} be the set of
all feasible solutions of (P).

In the sequel, we shall define efficient solution and efficient solution of higher
order for (P).

Definition 2.1 x̄ ∈ X0 is said to be an efficient solution for (P) if there is no
other x ∈ X0 such that

∫ b

a

f i(t, x, ẋ)dt ≤

∫ b

a

f i(t, x̄, ˙̄x)dt, for all i ∈ K and,
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∫ b

a

f j(t, x, ẋ)dt <

∫ b

a

f j(t, x̄, ˙̄x)dt, for at least one j ∈ K.

Let m ≥ 1 be an integer and θ be a piecewise smooth vector valued function
on I × R

n × R
n.

Definition 2.2 x̄ ∈ X0 is said to be an efficient solution of order m for (P)
with respect to θ if there exists c = (c1, c2, ..., ck) ∈ intRk

+ such that for no other
x ∈ X0

∫ b

a

f i(t, x, ẋ)dt ≤

∫ b

a

{f i(t, x̄, ˙̄x) + ci‖θ(t, x, x̄)‖m}dt, for all i ∈ K and

∫ b

a

f j(t, x, ẋ)dt <

∫ b

a

{f j(t, x̄, ˙̄x) + cj‖θ(t, x, x̄)‖m}dt, for at least one j ∈ K.

To facilitate the establishment of higher order duality for this solution concept,
we introduce the following class of functionals. Let Φ : X → R defined by

Φ(x) =
∫ b

a
φ(t, x, ẋ)dt, be Fréchet differentiable, where φ(t, x, ẋ) is a scalar func-

tion with continuous derivatives up to and including second order with respect
to each of its arguments.

Let there exist a real number ρ and a functional F : I×R
n×R

n×R
n×R

n×
R

n → R such that F (t, x, ẋ, x̄, ˙̄x, ·) is sub-linear on R
n, i.e. for any x(t), x̄(t) ∈

R
n

F (t, x, ẋ, x̄, ˙̄x, ξ1 + ξ2) ≦ F (t, x, ẋ, x̄, ˙̄x, ξ1) + F (t, x, ẋ, x̄, ˙̄x, ξ2),

for any ξ1, ξ2 ∈ R
n, (3)

F (t, x, ẋ, x̄, ˙̄x, γξ) = γF (t, x, ẋ, x̄, ˙̄x, ξ), for any γ ∈ R+ and ξ ∈ R
n. (4)

It is quite evident from (4) that

F (t, x, ẋ, x̄, ˙̄x, 0) = 0. (5)

For the sake of notational convenience, let φx(t) represent φx(t, x(t), ẋ(t)) and
φẋ(t) represent φẋ(t, x(t), ẋ(t)). Let p ∈ R

n and h : I × R
n × R

n × R
n → R be

a differentiable function.

Definition 2.3 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)−invex
at x̄ ∈ X if

Φ(x)− Φ(x̄)−

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p)}dt

≥

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p)) + ρ‖θ(t, x, x̄)‖m}dt, for all x ∈ X.
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Remark 2.1 (a) If h(t, x̄, ˙̄x, p) = pT [φx̄(t) −
d
dt
(φ ˙̄x(t))], then Definition 2.3

reduces to the definition of (F, ρ)−invexity of higher order (see Kumar and
Sharma, 2016).

(b) If h(t, x̄, ˙̄x, p) = pT [φx̄(t)−
d
dt
(φ ˙̄x(t))]+

1
2
pT [φx̄x̄(t)−2 d

dt
φx̄ ˙̄x(t)+

d2

dt2
φ ˙̄x ˙̄x(t)]p,

then Definition 2.3 reduces to the definition of second order (F, α, ρ, θ)−convexity
with α(x, x̄) = 1, θ : I × R

n × R
n → R, β(t) = p, t ∈ I (see Jayswal, Stancu-

Minasian and Choudhury, 2015).

Definition 2.4 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)-
quasiinvex type 1 at x̄ ∈ X if

Φ(x) ≤ Φ(x̄) +

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p)}dt

⇒

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p)) + ρ‖θ(t, x, x̄)‖m}dt ≤ 0, for all x ∈ X.

Definition 2.5 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)-
quasiinvex type 2 at x̄ ∈ X if

Φ(x) ≤ Φ(x̄) +

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p) + ρ‖θ(t, x, x̄)‖m}dt

⇒

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p))}dt ≤ 0, for all x ∈ X.

Definition 2.6 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)-
pseudoinvex type 1 at x̄ ∈ X if

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p)) + ρ‖θ(t, x, x̄)‖m}dt ≥ 0

⇒ Φ(x) ≥ Φ(x̄) +

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p)}dt

for all x ∈ X.

Definition 2.7 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)-
pseudoinvex type 2 at x̄ ∈ X if

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p)}dt ≥ 0

⇒ Φ(x) ≥ Φ(x̄) +

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p) + ρ‖θ(t, x, x̄)‖m}dt

for all x ∈ X.
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Definition 2.8 A functional Φ(x) is said to be higher order (F, ρ, θ,m, h)-
strictly pseudoinvex type 2 at x̄ ∈ X if

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph(t, x̄, ˙̄x, p)}dt ≥ 0

⇒ Φ(x) > Φ(x̄) +

∫ b

a

{h(t, x̄, ˙̄x, p)− pT ▽p h(t, x̄, ˙̄x, p) + ρ‖θ(t, x, x̄)‖m}dt

for all x ∈ X − {x̄}.

3. Higher order duality

Consider the following problem:

(D) maximize

(

∫ b

a

{f1(t, x̄, ˙̄x) + h1(t, x̄, ˙̄x, p)− pT ▽p h
1(t, x̄, ˙̄x, p)}dt, . . . ,

, . . . ,

∫ b

a

{fk(t, x̄, ˙̄x) + hk(t, x̄, ˙̄x, p)− pT ▽p h
k(t, x̄, ˙̄x, p)}dt

)

subject to

k
∑

i=1

λ̄i[▽ph
i(t, x̄, ˙̄x, p)] +

m
∑

j=1

ȳj(t)▽p k
j(t, x̄, ˙̄x, p) = 0, t ∈ I, (6)

∫ b

a

{

m
∑

j=1

ȳj(t)(gj(t, x̄, ˙̄x) + kj(t, x̄, ˙̄x, p)) − pT (

m
∑

j=1

ȳj(t)▽p k
j(t, x̄, ˙̄x, p))}dt ≧ 0.

(7)

ȳj(t) ≥ 0, t ∈ I, j ∈ M, x̄ ∈ X. (8)

x̄(a) = 0, x̄(b) = 0, (9)

where hi : I ×R
n ×R

n ×R
n → R, i ∈ K and ki : I ×R

n ×R
n ×R

n → R, i ∈ M

are differentiable functions. Let Y0 be the set of all feasible solutions of (D).

Theorem 3.1 (Weak duality) Let x ∈ X0, (x̄, λ̄, ȳ, p) ∈ Y0. Let

(i) Φi(x) =
∫ b

a
{f i(t, x, ẋ)}dt, i ∈ K be higher order (F, ρi, θ,m, hi)−strictly

pseudoinvex type 2 at x̄.

(ii) Ψ(x) =
∫ b

a
{
∑

i∈M

ȳi(t)gi(t, x, ẋ)}dt be higher order (F, ρ′, θ,m, l)−quasiinvex

type 1 at x̄ where l(t, x, ẋ, p) =
m
∑

j=1

ȳj(t)(kj(t, x, ẋ, p)).
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(iii) (ρ1, ρ2, ..., ρk) ∈ intRk
+ and ρ′ > 0.

Then there exists c = (c1, . . . , ck) ∈ intRk
+ such that the following cannot hold:

∫ b

a

f i(t, x, ẋ)dt

≤

∫ b

a

{f i(t, x̄, ˙̄x) + hi(t, x̄, ˙̄x, p)− pT ▽p h
i(t, x̄, ˙̄x, p) + ci‖θ(t, x, x̄)‖m}dt,

for all i ∈ K (10)

and

∫ b

a

f j(t, x, ẋ)dt

<

∫ b

a

{f j(t, x̄, ˙̄x) + hj(t, x̄, ˙̄x, p)− pT ▽p h
j(t, x̄, ˙̄x, p) + cj‖θ(t, x, x̄)‖m}dt,

for at least one j ∈ K. (11)

Proof. Suppose (3.1) and (3.1) hold for all c = (c1, . . . , ck) ∈ intRk
+, in par-

ticular, by taking ci = ρi, i ∈ K in (3.1) and (3.1), Hypothesis (i) yields

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,▽ph
i(t, x̄, ˙̄x, p))}dt < 0, i ∈ K.

Multiplying the above inequalities by λ̄i, i ∈ K, and then adding, gives

∫ b

a

{

k
∑

i=1

λ̄iF (t, x, ẋ, x̄, ˙̄x,▽ph
i(t, x̄, ˙̄x, p))}dt < 0.

Now, using (3) and (4), we get

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,
k
∑

i=1

λ̄i ▽p h
i(t, x̄, ˙̄x, p))}dt < 0. (12)

Using feasibility of x and (x̄, λ̄, ȳ, p), we get

Ψ(x) ≦ 0 ≦ Ψ(x̄)+

∫ b

a

{

m
∑

j=1

ȳj(t)(kj(t, x̄, ˙̄x, p))−pT (

m
∑

j=1

ȳj(t)▽pk
j(t, x̄, ˙̄x, p))}dt.

Hypothesis (ii) yields

∫ b

a

{F (t, x, ẋ, x̄, ˙̄x,

m
∑

j=1

ȳj(t)▽p k
j(t, x̄, ˙̄x, p)) + ρ′‖θ(t, x, x̄)‖m}dt ≤ 0.

(13)
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Upon using (3) and (6), after adding both sides of the inequalities (12) and (13),
we get

∫ b

a

ρ′‖θ(t, x, x̄)‖mdt < 0.

This is a contradiction, as ρ′ > 0, ‖θ(t, x, x̄)‖m ≥ 0. Thereby, the proof is
completed.

Theorem 3.2 (Strong duality) Let x̄ be an efficient solution of order m for (P)
with respect to θ, which is normal and let hi(t, x̄, ˙̄x, 0) = 0, i ∈ K, ki(t, x̄, ˙̄x, 0) =
0, i ∈ M,

▽ph
i(t, x̄, ˙̄x, 0) = f i

x̄(t)−
d

dt
f i
˙̄x(t), i ∈ K,

m
∑

j=1

ȳj(t)▽p k
j(t, x̄, ˙̄x, 0) =

m
∑

j=1

ȳj(t)gix̄(t)−
d

dt
[

m
∑

j=1

ȳj(t)gi˙̄x(t)],

for any piecewise smooth functions ȳ : I → R
p such that

ȳ(t) = (ȳ1(t), . . . , ȳp(t)), t ∈ I.

Then there exist λ̄ = (λ̄1, . . . , λ̄k) ∈ R
k, piecewise smooth function ȳ : I → R

p

and p̄ ∈ R
n such that (x̄, λ̄, ȳ, p̄) ∈ Y0. Further, if weak duality theorem holds

and ‖θ(t, x, x̄)‖m = ‖θ(t, x̄, x)‖m, for all x ∈ X, then (x̄, λ̄, ȳ, p̄) is an efficient
solution of order m for (D) with respect to same θ.

Proof. Since every efficient solution of order m for (P) with respect to θ

is an efficient solution for (P), so x̄ is an efficient solution for (P), which is
normal. By Theorem 3.4. in Stancu-Minasian and Mititelu (2009), there exist
λ̄ = (λ̄1, ..., λ̄k) ∈ R

k, piecewise smooth function ȳ : I → R
p and p̄ = 0 such

that (x̄, λ̄, ȳ, p̄) ∈ Y0. Suppose weak duality theorem holds and ‖θ(t, x, x̄)‖m =
‖θ(t, x̄, x)‖m, for all x ∈ X. Suppose (x̄, λ̄, ȳ, p̄) is not an efficient solution of
order m with respect to θ for (D). Then, for any c = (c1, c2, ..., ck) ∈ intRk

+,

there exist (x̂, λ̂, ŷ, p̂) ∈ Y0 such that

∫ b

a

{f i(t, x̄, ˙̄x) + hi(t, x̄, ˙̄x, p̄)− p̄T ▽p̄ h
i(t, x̄, ˙̄x, p̄)dt

≤

∫ b

a

{f i(t, x̂, ˙̂x) + hi(t, x̂, ˙̂x, p̂)− p̂T ▽p̂ h
i(t, x̂, ˙̂x, p̂) + ci‖θ(t, x̄, x̂)‖m}dt,

for all i ∈ K
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and

∫ b

a

{f j(t, x̄, ˙̄x) + hj(t, x̄, ˙̄x, p̄)− p̄T ▽p̄ h
j(t, x̄, ˙̄x, p̄)dt

<

∫ b

a

{f j(t, x̂, ˙̂x) + hj(t, x̂, ˙̂x, p̂)− p̂T ▽p̂ h
j(t, x̂, ˙̂x, p̂) + cj‖θ(t, x̄, x̂)‖m}dt,

for at least one j ∈ K.

Using hypothesis, we get

∫ b

a

{f i(t, x̄, ˙̄x)}dt ≤

∫ b

a

{f i(t, x̂, ˙̂x) + hi(t, x̂, ˙̂x, p̂)

−p̂T ▽p̂ h
i(t, x̂, ˙̂x, p̂) + ci‖θ(t, x̄, x̂)‖m}dt,

for all i ∈ K and

∫ b

a

{f j(t, x̄, ˙̄x)}dt <

∫ b

a

{f j(t, x̂, ˙̂x) + hj(t, x̂, ˙̂x, p̂)

−p̂T ▽p̂ h
j(t, x̂, ˙̂x, p̂)+cj‖θ(t, x̄, x̂)‖m}dt,

for at least one j ∈ K,

which is a contradiction to the weak duality theorem.
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