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Abstract: We introduce and analyze a lower envelope method
(LEM) for the tracking of motion of interfaces in multiphase prob-
lems. The main idea of the method is to define the phases as the
regions where the lower envelope of a set of functions coincides with
exactly one of the functions. We show that a variety of complex
lower-dimensional interfaces naturally appear in the process. The
evolution of phases is then achieved by solving a set of transport
equations. In the first part of the paper, we show several theoreti-
cal properties, give conditions to obtain a well-posed behaviour, and
show that the level set method is a particular case of the LEM. In
the second part, we propose a LEM-based numerical algorithm for
multiphase shape optimization problems. We apply this algorithm
to an inverse conductivity problem with three phases and present
several numerical results.
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1. Introduction

The accurate modeling of multiple phases presenting sharp interfaces is highly
relevant for physical phenomena and industrial processes. Examples of such
problems are: optimization of the distribution of several materials in order to
minimize certain costs and mechanical criteria in structural optimization (Mei
and Wang, 2004; Vogiatzis et al., 2017; Wang and Wang, 2004; Wang et al.,
2015; Zuo and Saitou, 2017), monitoring of multiphase fluid flow in oil recovery
system (Liu et al., 2015), monitoring of sedimentation processes (Tossavainen
et al., 2006), multiphase inverse problems (Liu et al., 2018; Tai and Chan,
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2004; Vese and Chan, 2002), and dry foams (Saye and Sethian, 2013; Weaire
and Hutzler, 1999). On one hand, the level set method (LSM) (Osher and
Sethian, 1988; Sethian, 1999), introduced by Osher and Sethian, has become
a staple of sharp-interface modelling for two phases; see the recent review by
Gibou, Fedkiw and Osher (2018). On the other hand, the case of three or more
interfaces presents additional challenges and is an active field of research.

A variety of level set-based methods have been proposed to handle multi-
phase algorithms in the literature. The color level set method (CLSM) has
been introduced in Vese and Chan (2002) for image segmentation, see also Hin-
termüller and Laurain (2009), Mei and Wang (2004), Wang and Wang (2004).
In this framework, n level set functions ϕ1, . . . , ϕn are introduced, and for a
given subset of indices I ⊂ {1, . . . , n} the corresponding phase is defined as
ΩI := {x ∈ D | ϕi(x) < 0, ∀i ∈ I and ϕj(x) > 0, ∀j ∈ {1, . . . , n} \ I}. In
this way, one can represent up to 2n phases. The multi-material level set-based
method (MMLS), introduced in Wang et al. (2015), uses n level set func-
tions to represent n + 1 phases. The principle of the MMLS is similar to the
CLSM, but the phases are defined using a different combination rule of func-
tions. The reconciled level set method (RLSM), also known as the coupled level
set method (Chen et al., 2010; Vogiatzis et al., 2017; Zhang, Chen and Osher,
2008), has been introduced in Merriman, Chen and Osher (1994) and is based
on the diffusion of characteristic functions of each region. We also mention the
piecewise constant level set (PCLS) method (Li and Tai, 2007), a projection
method (Smith, Solis and Chopp, 2002), and a smoothed interface approach,
using a signed distance function to enforce a fixed width of the transition layer,
presented in Allaire et al. (2014).

These methods involve the use of multiple level set functions and, at times,
additional procedures, such as projections, to prevent the formation of vacu-
ums or overlaps. We observe that level set-based methods have a fundamental
limitation when it comes to capturing the motion of triple points and multi-
ple junctions using smooth functions, which originates from the fact that the
level sets of a smooth function are in most cases smooth, and, consequently, the
nonsmoothness of the phases at a multiple junction must come from another
mechanism. In two dimensions, for instance, the triple points appearing in the
methods mentioned above usually have one angle equal to π due to the smooth-
ness of one of the phases at this junction point. This observation suggests the
exploration of other paradigms than level set approaches to track the motion of
multiple junctions and phases.

Another issue is that many of these approaches involve a small diffuse in-
terface, or a regularization parameter to smoothen the level set functions. These
regularization procedures introduce arbitrary parameters into the problem, which
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need to be chosen ad hoc, may be unphysical, or need an asymptotic procedure
to recover the sharp-interface configuration.

Among the level set-based methods, the Voronoi Implicit Interface Method
(VIIM), Saye and Sethian (2011, 2013), is an exception as it is able to capture
the motion of multiple junctions and complex interfaces using only one function
for an entire multiphase system. However, it also involves taking the limit
of ǫ-smoothed solutions as ǫ → 0, which makes its analysis challenging; see
Laurain (2017). Other methods, not based on level sets, include volume of fluid
methods (Noh and Woodward, 1976), front tracking methods (Bronsard and
Wetton, 1995), variational methods (Zhao et al., 2017), SIMP (Zuo and Saitou,
2017), an alternating active-phase algorithm (Tavacoli and Mohseni, 2014), and
phase field models (Garcke, Nestler and Stoth, 2000), where a diffusive layer
with positive thickness models the interface. The study of the sharp interface
limit when the thickness of the diffusive layer tends to zero is an active field of
research in the phase-field community; see Barret, Garcke and Nürnberg (2008)
or Bronsard, Garcke and Stoth (1998).

In this paper, we introduce a lower envelope method (LEM) for tracking
the motion of interfaces in multiphase problems. The LEM belongs to the
class of implicit interface methods, but not to the class of level set methods,
except for the particular case of two phases, where it coincides with the LSM.
Regarding the issues discussed above, the LEM has the following advantages. It
does not involve any regularization parameter or small diffuse interface, so the
interfaces stay sharp at all times. By construction, it precludes the appearance of
vacuum and overlaps, and naturally produces triple points and other nonsmooth
interfaces using smooth functions. In particular, in two dimensions, we can
show that the triple points have angles between 0 and π, which can be explicitly
computed using the functions involved in the method. Since no regularization
or asymptotic procedure is required in the LEM, the analysis of the motion of
multiple junctions and complex interfaces becomes much more tractable.

We give now a brief overview of the main ideas of the LEM. Given a collection
φ of functions φk in C∞(Rd,R), k ∈ K ⊂ N, their lower envelope Eφ is the
supremum of the functions whose graph remains below the union of the graphs
of the functions in φ. By construction, Eφ always coincides with one or more
functions φk at a point x. On the one hand, Eφ is locally smooth at points where
it coincides with exactly one function φk. On the other hand, under certain
natural conditions on φ that will be discussed in detail, Eφ is not smooth
at points where it coincides with two or more functions φk, and the regions
where Eφ coincides with exactly d0 functions φk, where d0 ≤ d + 1, are sets
of dimensions d − (d0 − 1). The main idea of the LEM is to exploit this key
property of Eφ by defining the phases as the sets where Eφ coincides with one
of the functions φk. This naturally models a multiphase configuration with
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nonsmooth phases and a variety of lower-dimensional interfaces and multiple
junctions, such as triple points in two dimensions, quadruple points and triple
lines in three dimensions. We show that the motion of these phases can be
described by solving a set of transport equations, generalizing the main idea of
the level set method for nonsmooth domains, described in Laurain and Sturm
(2016).

The set of phases, defined by the lower envelope Eφ, is called minimiza-
tion diagram in computational geometry, see Edelsbrunner and Seidel (1986).
Notable particular examples are Voronoi, Laguerre and power diagrams. Mini-
mization diagrams have primarily been studied in the stationary case. Recently,
the sensitivity analysis of parameterized minimization diagrams has been inves-
tigated in Birgin, Laurain and Menezes (2023). The present work extends that
investigation by studying time-dependent minimization diagrams via transport
equations, focusing on tracking interface motion in multiphase problems. In this
way, it complements Birgin, Laurain and Menezes (2023), and together, both
works contribute to building an abstract theory of evolving and parameterized
minimization diagrams.

In this paper we describe the LEM in the framework of multiphase opti-
mization problems involving PDEs, considered as shape optimization problems
(Allaire, Dapogny and Jouve, 2021; Azegami, 2020; Delfour and Zolésio, 2011;
Sokolowski and Zolésio, 1992). In shape optimization, the derivative of the cost
functional can either be written in a weak form, often called distributed shape
derivative, which is a volume integral when the cost function is itself a volume
integral, or in a strong form, called boundary expression or Hadamard formula.
Boundary expressions are often computed for domains, which are at least C1,
even though they can sometimes be computed for Lipschitz or polygonal do-
mains, but this requires a careful analysis of the regularity of solutions of the
underlying PDEs; see Laurain (2019). Distributed shape derivatives, on the
other hand, are usually valid for domains with lower regularity, such as curvi-
linear polygons, Lipschitz domains or even open sets. Since the sets involved in
multiphase optimization problems with at least three phases are usually curvi-
linear polygons, distributed shape derivatives are a key ingredient of the LEM.
Other advantages of shape derivatives in distributed form are their higher accu-
racy for numerical approximation; see Delfour, Payre and Zolésio (1995), Hipt-
mair, Paganini and Sargheini (2014), and the fact that shape derivatives written
in strong form are sometimes impractical for numerical purposes, as they may
involve the computation of jumps across interfaces; see the related discussions
in Allaire et al. (2014), Laurain and Sturm (2016).

In order to show the feasibility and efficiency of the LEM, we present an ap-
plication to the inverse problem of electrical impedance tomography (EIT) with
three phases. In real-life problems, many applications of EIT involve multiple
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phases and sharp interfaces. The incorporation of prior information about sharp
interfaces explicitly in the modeling of the problem is especially advantageous
for inverse problems, as they are characterized by incomplete data; see Liu et al.
(2015). Sharp-interface models for EIT with two phases have been studied in
Albuquerque, Laurain and Sturm (2020), Beretta, Francini and Vessella (2017),
Beretta et al. (2018), Hintermüller and Laurain (2008), Hintermüller, Laurain
and Novotny (2002), Laurain and Sturm (2016), and Tai and Chan (2004), but
there are fewer references for three phases or more, we mention Liu et al. (2018)
for a parametric level set method, and Liu et al. (2015) for multi-phase flow
monitoring. In this paper we compute the distributed shape derivative for a gen-
eral multiphase anisotropic EIT problem with piecewise smooth conductivity.
For the numerical experiments we consider the particular case of three phases
and isotropic conductivity.

The paper is organized as follows. In Section 2 we define the lower envelope
and the phases, study the properties of the phases distribution and give several
examples. In particular, we give a natural condition on the functions so that the
phase distribution defines a partition of the domain without overlapping, which
is a crucial property for the proper functioning of the algorithm. In Section 3,
we define and discuss properties of weak and strong forms of shape derivatives
in the multiphase setting. In Section 4, we demonstrate how the motion of
phases, interfaces and multiple junctions can be tracked using transport equa-
tions, discuss the possibility of reducing the dimension of perturbation fields,
introduce the LEM, and show that the level set method, Osher and Sethian
(1988), Sethian (1999), is a particular case of the LEM. In Section 5 we study
geometric properties of the LEM, in particular, we compute the angles at a
triple junction in two dimensions, and we verify that multiple junctions evolve
with the expected velocity. In Section 6 we apply the LEM to a multiphase EIT
problem and present several numerical experiments.

2. Multiphase setting using a lower envelope function

In this section we introduce the multiphase setting based on a lower envelope
approach. The main task is to study the geometric properties of the phases
and to give conditions on the lower envelope functions in order to avoid phase
overlaps and obtain a partition of the domain.

Let d ≥ 2 and D ⊂ Rd be open and bounded. Define the set of indices

K := {0, 1, . . . , κ− 1} ⊂ N,

where κ is the cardinal of K, and I
r
k := {I ⊂ K | |I| = r and I ∋ k}. Let

φ = (φ0, φ1, . . . , φκ−1) ∈ C∞(Rd,Rκ). We will use the notation Dφ for the
Jacobian matrix of φ.
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Definition 1 The function

Eφ(x) := min
k∈K

φk(x) (1)

is called lower envelope of φ. We define the open sets

Ωk(φ) := int{x ∈ D | φk(x) = Eφ(x)}, for k ∈ K, (2)

or equivalently

Ωk(φ) := int {x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}} , for k ∈ K. (3)

The sets Ωk(φ) are called “phases”. We denote by Ω(φ) := (Ω0(φ), . . . ,Ωκ−1(φ))
the vector of phases Ωk(φ).

The set of phases {Ωk(φ)}k∈K is called minimization diagram in computational
geometry, see Edelsbrunner and Seidel (1986). The following lemma describes
several important properties of the phases Ωk(φ).

Lemma 1 For all k ∈ K we have

{x ∈ D | φk(x) < φℓ(x), ∀ℓ ∈ K \ {k}} ⊂ Ωk(φ). (4)

Moreover, for all k ∈ K we have

Ωk(φ) =
{
x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}

}
(5)

and
⋃

k∈K

Ωk(φ) = D. (6)

Proof The set {x ∈ D | φk(x) < φℓ(x), ∀ℓ ∈ K \ {k}} is open, since it is the
preimage of an open set under the vector-valued continuous function

(φk − φ0, φk − φ1, . . . , φk − φk−1, φk − φk+1, . . . , φk − φκ−1) ∈ C∞(Rd,Rκ−1).

Since we clearly have the inclusion

{x ∈ D | φk(x) < φl(x), ∀ℓ ∈ K \ {k}} ⊂ {x ∈ D | φk(x) ≤ φl(x), ∀ℓ ∈ K \ {k}} ,

and Ωk(φ) is, by definition, the largest open set included in

{x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}} ,

(4) follows.
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Now, taking the closure of both sets in (4), we obtain

{
x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}

}
⊂ Ωk(φ). (7)

Considering definition (3), we also have

Ωk(φ) ⊂ {x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}} . (8)

Taking the closure of both sets in (8), we obtain

Ωk(φ) ⊂
{
x ∈ D | φk(x) ≤ φℓ(x), ∀ℓ ∈ K \ {k}

}
. (9)

By gathering (7) and (9), we obtain (5).

The inclusion
⋃

k∈K Ωk(φ) ⊂ D in (6) is clear, since Ωk(φ) are subsets of D.

Conversely, take x ∈ D and k ∈ argminℓ∈K φℓ(x) 6= ∅. Then, in view of (5), we

have x ∈ Ωk(φ), which proves that D ⊂
⋃

k∈K Ωk(φ). Thus, we obtain (6).

Without additional restrictions on φ, the sets Ωk(φ) may overlap, which is
an undesirable behaviour. This situation can be prevented by using the proper
assumptions on φ that we describe further. We start with several definitions.

Definition 2 Let I = {k1, k2, . . . , k|I|} ⊂ K, where the cardinal |I| of I satis-
fies 2 ≤ |I| ≤ κ and ki < ki+1, 1 ≤ i ≤ |I| − 1. Define

φ̂I := (φ̂1, φ̂2, . . . , φ̂|I|−1) ∈ C∞(Rd,R|I|−1)

with φ̂i := φk1
− φki+1

for 1 ≤ i ≤ |I| − 1. Define also

MI(φ) := {x ∈ D | φ̂I(x) = 0} (10)

= {x ∈ D | φki
(x) = φkj

(x), for all 1 ≤ i, j ≤ |I| and i 6= j},

EI(φ) :=
⋂

k∈I

∂Ωk(φ), (11)

where ∂Ωk(φ) denotes the boundary of Ωk(φ) in Rd.

The set EI(φ) is the set of interfaces, shared by all the phases Ωk(φ), whose
index k belongs to I. We will see that the set MI(φ) is, roughly speaking, the
union of EI(φ) and some “ghost” interfaces that will be useful for the analysis;
see Examples 1 and 4 further on in this section. Our aim is to avoid the situation,
where MI(φ) is “thick”, i.e., the dimension of MI(φ) should be at most d −
(|I|−1) when |I| ≤ d, otherwise differentiability issues would arise when defining
the LEM. This property can be guaranteed by imposing the proper condition
on Dφ̂I .
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Lemma 2 Let I ⊂ K, 2 ≤ |I| ≤ d, then we have

EI(φ) ⊂ MI(φ). (12)

In addition, assume Dφ̂I(x) has maximal rank |I|−1 for all x ∈ MI(φ). Then,
MI(φ) is the intersection of a C∞-manifold of dimension d− (|I| − 1) with D.

Proof In view of definition (10), we have

MI(φ) =
⋂

I2⊂I,|I2|=2

MI2
(φ). (13)

Then, for all I2 = {k, ℓ} ⊂ I with k 6= ℓ, we have the property

∂Ωk(φ) ∩ ∂Ωℓ(φ) ⊂ MI2
(φ). (14)

Indeed, let x ∈ ∂Ωk(φ) ∩ ∂Ωℓ(φ), then, in view of (5), we have, in particular,
φk(x) ≤ φℓ(x) and φℓ(x) ≤ φk(x). Thus, φk(x) = φℓ(x), which implies x ∈
MI2

(φ). Then, using (13) we obtain (12).

Next, due to (10) we have MI(φ) = φ̂
−1
I ({0})∩D and since, by assumption,

Dφ̂I(x) has rank |I| − 1 for all x ∈ MI(φ), then 0 is a regular value of φ̂I |D.

This shows that MI(φ) = φ̂−1
I ({0}) ∩ D is a C∞-manifold of dimension d −

(|I| − 1).

Note that (12) and (14) are only inclusions in general, this is illustrated
in Example 1. Indeed, in view of (2) it may happen that x satisfies φj(x) =
φk(x) > φℓ(x) = Eφ(x) for some pairwise distinct indices j, k, ℓ, which would
imply x ∈ M{j,k}(φ) even though x /∈ ∂Ωj(φ) ∩ ∂Ωk(φ). In this sense, MI(φ)
contains the “ghost” interfaces MI(φ) \ EI(φ).

We now give a condition that guarantees the non-overlapping of the phases
Ωk(φ).

Proposition 1 Let {k, ℓ} ⊂ K with k 6= ℓ. If |∇(φk − φℓ)| > 0 on M{k,ℓ}(φ),
then we have

Ωk(φ) ∩ Ωℓ(φ) = ∅. (15)

Proof Assume that there exists x ∈ Ωk(φ) ∩ Ωℓ(φ). Since Ωk(φ) and Ωℓ(φ)
are open, there exists an open ball B(x, r) of center x and radius r > 0, such
that B(x, r) ⊂ Ωk(φ)∩Ωℓ(φ). Then, in view of (3), we have for all y ∈ B(x, r)
that φk(y) ≤ φℓ(y) and φℓ(y) ≤ φk(y), which yields φk(y) = φℓ(y). Thus, we

have B(x, r) ⊂ M{k,ℓ}(φ) and, consequently, Dφ̂{k,ℓ}(y) = ∇(φk − φℓ)(y) = 0
for all y ∈ B(x, r), which contradicts the hypothesis that |∇(φk − φℓ)| > 0 on
M{k,ℓ}(φ). Hence, (15) follows.
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The purpose of the next lemma is to give a characterization of the phase
boundary ∂Ωk(φ) in terms of the sets EI(φ). This result is further employed in
Section 4 to model the motion of the interfaces ∂Ωk(φ) using φ.

Lemma 3 For all k ∈ K we have

D ∩
⋃

I∈I
2
k

EI(φ) = D ∩
⋃

I∈I
r
k
,r≥2

EI(φ) ⊂ D ∩ ∂Ωk(φ). (16)

If, in addition, |Dφ̂I | > 0 on MI(φ) for all I ∈ I
2
k, then

D ∩
⋃

I∈I
2
k

EI(φ) = D ∩
⋃

I∈I
r
k
,r≥2

EI(φ) = D ∩ ∂Ωk(φ). (17)

Proof Property (16) is clear in view of definition (11) and the fact that

EI0(φ) ⊂ EI(φ) if I ⊂ I0. Now, suppose, in addition, that |Dφ̂I | > 0
on MI(φ) for all I ∈ I

2
k. Then we have (15) for any ℓ ∈ K \ {k}. If

∂Ωk(φ)∩D = ∅, then (17) is trivially satisfied, otherwise take x ∈ ∂Ωk(φ)∩D.
Since ∂Ωk(φ) = Ωk(φ) \ Ωk(φ), it is not possible that φk(x) < φℓ(x) for
all ℓ ∈ K \ {k}, otherwise x ∈ Ωk(φ) in view of (4). Thus, we must have
φk(x) = φℓ(x) for some ℓ ∈ K \ {k}. In view of (5) this implies x ∈ Ωℓ(φ) ∩ D.
Then, x cannot belong to Ωℓ(φ), otherwise there would exist an open ball
B(x, r) ⊂ Ωℓ(φ) with a non-empty intersection with Ωk(φ) and Ωk(φ) ∩ Ωℓ(φ)
would not be empty, which would contradict (15). Thus, x ∈ ∂Ωℓ(φ) ∩ D and,
in turn, x ∈ E{k,ℓ}(φ), so this proves the other inclusion and yields (17).

We now present a simple two-dimensional example to illustrate Lemma 1,
Lemma 2 and Lemma 3.

Example 1 Let d = 2, D = (0, 1)2, K = {0, 1, 2}, I = {k1, k2} = {0, 1},
|I| = 2, and choose φ0 ≡ 0, φ1(x1, x2) = x2 − x1, φ2(x1, x2) = 1 − x1 − x2.

Then we have φ̂I = (φ̂1) = (φk1
− φk2

) = (φ0 − φ1) = (−φ1) and

Dφ̂I(x) =
(
1 −1

)
. (18)

Clearly, Dφ̂I(x) has rank 1 for any x ∈ D, so we can apply Lemma 2. This
shows that M{0,1}(φ) is the intersection of a C∞-manifold of dimension d −

(|I| − 1) = 1 with D. An explicit calculation using (10) yields

M{0,1}(φ) = {x ∈ D | φ1(x) = 0} = {x ∈ D | x1 = x2},

so M{0,1}(φ) is a diagonal of the square D. The sets M{0,2}(φ) and M{1,2}(φ)
can be computed in a similar way.
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Figure 1: Illustration of the sets D = (0, 1)2, MI(φ) (left) and Ωk(φ), EI(φ)
(right) for I = {0, 1}, {0, 2}, {1, 2} from Example 1, and of the triple point
E{0,1,2}(φ) = {( 12 ,

1
2 )} from Example 2. Note that EI(φ) ( MI(φ) for all

I = {0, 1}, {0, 2}, {1, 2}

The lower envelope is Eφ = φ1χΩ1(φ) + φ2χΩ2(φ) with

Ω0(φ) = {x ∈ D | 0 < φ1(x) and 0 < φ2(x)}

= {x ∈ D | x1 < x2 and x2 < 1− x1},

Ω1(φ) = {x ∈ D | φ1(x) < 0 and φ1(x) < φ2(x)}

= {x ∈ D | x2 < x1 and 2x2 < 1},

Ω2(φ) = {x ∈ D | φ2(x) < 0 and φ2(x) < φ1(x)}

= {x ∈ D | 1− x1 < x2 and 1 < 2x2}.

Then, we compute

E{0,1}(φ) = ∂Ω0(φ) ∩ ∂Ω1(φ) = {x ∈ D | x1 = x2 and x2 ≤ 1/2} ( M{0,1}(φ),

and we obtain similar characterizations for E{0,2}(φ) and E{1,2}(φ); see Fig. 1
for an illustration of the geometry.

Finally, we can check that |Dφ̂I | > 0 on MI(φ) for all I ∈ I
2
0, thus (17)

holds for k = 0, according to Lemma 3, and (17) becomes in this specific case

D∩(E{0,1}(φ)∪E{0,2}(φ)) = D∩(E{0,1}(φ)∪E{0,2}(φ)∪E{0,1,2}(φ)) = D∩∂Ω0(φ);

see Fig. 1. Similar properties are obtained for k = 1 and k = 2 in (17) by
applying Lemma 3.

In Lemma 2 we have treated the case |I| ≤ d. Now we treat the degenerate
case of |I| ≥ d+ 1, where MI(φ) has zero dimension.
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Lemma 4 Assume κ ≥ d+ 1 and I ⊂ K with |I| ≥ d+ 1, then we have

EI(φ) ⊂ MI(φ). (19)

Suppose that Dφ̂I(x) has rank d for all x ∈ MI(φ), then either MI(φ) = ∅ or
MI(φ) is a set of isolated points. If, in addition, κ = d+1 and I = K, we also
have

EI(φ) = MI(φ). (20)

Proof First of all we can prove that EI(φ) ⊂ MI(φ) in a similar way as in
the case of Lemma 2. Now, assume MI(φ) 6= ∅ and let x ∈ MI(φ). Thanks

to the assumption that Dφ̂I(x) has rank d, there exists a subset I0 ⊂ I with

cardinal |I0| = d + 1 such that the square matrix Dφ̂I0(x) is invertible. In

view of Definition 2 we have MI(φ) ⊂ MI0(φ), and we also have φ̂I0(x) = 0,
due to (10). Thus, we can apply the inverse function theorem, and there exists

an open ball B(x, δ) for some δ > 0 such that (φ̂I0)|B(x,δ) is a diffeomorphism.

This yields φ̂−1
I0 ({0}) ∩ D = {x} and φ̂I0(y) 6= 0 for y ∈ B(x, δ) \ {x}, which

shows that x is an isolated zero of φ̂I0 , hence MI0(φ) is a set of isolated points.
Since MI(φ) ⊂ MI0(φ), MI(φ) is also a set of isolated points.

Now we consider the particular case of κ = d + 1 and I = K. In this
case, Dφ̂I(x) is a square matrix and the assumption that Dφ̂I(x) has rank d

is equivalent to Dφ̂I(x) being invertible. Let x ∈ MI(φ), then we have, by
definition, that φk(x) = φℓ(x) for all k, ℓ ∈ K. In view of (5), this means that
x ∈ Ωk(φ) for all k ∈ K.

We prove now that x ∈ ∂Ωk(φ) for all k ∈ K. Indeed, assume that x ∈ Ωk(φ)
for some k ∈ K. In this case we prove that x /∈ Ωℓ(φ) for all ℓ ∈ K\{k}, otherwise
there would exist some ℓ ∈ K \ {k} such that x ∈ Ωk(φ) ∩ Ωℓ(φ). Since this
intersection is open, there would exist B(x, r) ⊂ Ωk(φ)∩Ωℓ(φ) with r > 0, and
we would have φk(y) = φℓ(y) for all y ∈ B(x, r), due to (5). This would imply

that Dφ̂I(x) is not invertible, which leads to a contradiction. Thus, we must
have x ∈ ∂Ωℓ(φ) for all ℓ ∈ K \ {k}. We can now finish proving that assuming
x ∈ Ωk(φ) for some k ∈ K leads to a contradiction. Indeed, we would then
have B(x, r) ⊂ Ωk(φ) and B(x, r) ∩Ωℓ(φ) 6= ∅, for any r > 0 sufficiently small,

and, in turn, there would exist y ∈ Ωk(φ)∩Ωℓ(φ)∩B(x, r) and Dφ̂I(y) would

again not be invertible. Choosing r sufficiently small, and considering that φ̂I is
smooth, this would contradict the hypothesis that Dφ̂I(x) be invertible. Thus,
the initial assumption x ∈ Ωk(φ) for some k ∈ K is not possible, and this
proves that x ∈ ∂Ωk(φ) for all k ∈ K. In this way we obtain x ∈ EI(φ) and
consequently MI(φ) ⊂ EI(φ), which yields (20).
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Definition 3 When |I| = d+1 and the assumptions of Lemma 4 are satisfied,
the elements of EI(φ) are called (d + 1)-tuple points. In the particular case
of d = 2, (d + 1)-tuple points are called triple points following the standard
denomination.

This means that in the case of |I| = d+ 1, the elements of EI(φ) belong to
the boundary of exactly d+1 phases. The (d+1)-tuple points play an important
role in the LEM, due to their stability with respect to small perturbations of
φ, see Section 5.2. When |I| > d + 1 and EI(φ) is not empty, then the points
of EI(φ) belong to the boundary of more than d+ 1 phases, and one can show
that such points are unstable for small perturbations of φ, see Example 4 and
Section 5.2.

Example 2 Consider the same functions as in Example 1, but now with |I| =
d+ 1 = 3 and I = {k1, k2, k3} = K = {0, 1, 2}. We also have

φ̂I = (φ̂1, φ̂2) = (φk1
− φk2

, φk1
− φk3

) = (φ0 − φ1, φ0 − φ2) = (−φ1,−φ2)

which yields

Dφ̂I(x) =

(
−1 1
−1 −1

)
.

Clearly, Dφ̂I(x) is invertible for any x ∈ D, so the assumptions of Lemma
4 are satisfied, yielding MI(φ) = EI(φ). Furthermore, it is easy to see that
MI(φ) = EI(φ) = {( 12 ,

1
2 )} as in (20), see Fig. 1.

Example 3 Let d = 3, D = (0, 1)3, K = {0, 1, 2, 3}, I = {k1, k2, k3} =
{0, 1, 2}, |I| = 3, and choose φ0 ≡ 0, φ1(x1, x2, x3) = x2 − x1, φ2(x1, x2, x3) =

1 − x1 − x2, φ3(x1, x2, x3) = x3 − 0.5. Then we have φ̂I = (φ̂1, φ̂2) = (φk1
−

φk2
, φk1

− φk3
) = (φ0 − φ1, φ0 − φ2) = (−φ1,−φ2) and

Dφ̂I(x) =

(
1 −1 0
1 1 0

)
(21)

and Dφ̂I(x) has rank 2 for any x ∈ D. In view of Lemma 2, MI(φ) is the
intersection of a C∞-manifold of dimension d− (|I| − 1) = 1 with D.

Now suppose I = {k1, k2, k3, k4} = {0, 1, 2, 3} = K, in this case we have

Dφ̂I(x) =



1 −1 0
1 1 0
0 0 −1


 (22)

which has rank 3 for any x ∈ D, so we conclude, in view of (20), that EI(φ) =
MI(φ) is a set of isolated points. An explicit calculation actually shows that
MI(φ) = EI(φ) = {( 12 ,

1
2 ,

1
2 )}.
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Example 4 We present here an example based on a two-dimensional time-
dependent Voronoi diagram with four phases, see Birgin, Laurain and Menezes
(2023), Example 8. Let d = 2, D = (−1, 1)2, K = {0, 1, 2, 3}, and choose
φk(x) = ‖x − ak‖

2, k ∈ K, with a0 = (−1/2 − t, 0), a1 = (0,−1/2), a2 =
(1/2 + t, 0), a3 = (0, 1/2), where t ≥ 0 is a small parameter. On the one hand
we compute, assuming t > 0,

E{0,1,2}(φ) = ∂Ω0(φ) ∩ ∂Ω1(φ) ∩ ∂Ω2(φ) = ∅

and

M{0,1,2}(φ) = {x ∈ D | φ0(x) = φ1(x) = φ2(x)} = {(0, t+ t2)}.

On the other hand, assuming t > 0, we have

E{1,2,3}(φ) = M{1,2,3}(φ) =

{(
t+ t2

1 + 2t
, 0

)}
.

Thus, we have shown, for t > 0, that E{0,1,2}(φ) ( M{0,1,2}(φ), whereas
E{1,2,3}(φ) = M{1,2,3}(φ), which illustrates the results of Lemma 4. In this
case, E{1,2,3}(φ) is a triple point, see Definition 3. As already discussed above,
M{0,1,2}(φ) can be seen here as a “ghost” triple point, hidden by the phase
Ω3(φ).

In the case of t = 0 we have E{0,1,2,3}(φ) = M{0,1,2,3}(φ) = {(0, 0)}. This
illustrates the case of 4 = |I| > d + 1 = 3 in Lemma 4. Note that in this case,
E{0,1,2,3}(φ) is on the boundary of the four phases Ωk(φ), k ∈ K. This example
shows the instability of such points, in the sense that for t > 0, this quadruple

point immediately splits into two stable triple points
(
± t+t2

1+2t , 0
)
, see Fig. 2 and

Section 5.2.

Gathering the results of this section, we have obtained a condition on φ so
that the phases Ωk(φ), k ∈ K, form a partition of D, and that the dimension
of the boundary of Ωk(φ) is at most d− 1, i.e., the boundaries are not “thick”.
In fact, we have obtained a stronger result in this section, since we have shown
in Lemma 2 that the intersection of the boundaries of Ωk(φ) for k ∈ I has at
most dimension d − (|I| − 1), which allows for avoiding degenerate situations.
An example of a degenerate situation occurs when Ωk(φ), k ∈ K = {0, 1, 2}
are two-dimensional sets, but E{0,1,2}(φ) = ∂Ω0(φ) ∩ ∂Ω1(φ) ∩ ∂Ω2(φ) is a
one-dimensional set instead of a zero-dimensional set.

We summarize these results in Theorem 1. We first define partitions of D,
indexed by K.

Definition 4 (K-partitions of D) Let P denote the set of open subsets of
D ⊂ Rd. For K = {0, 1, . . . , κ − 1} ⊂ N, PK(D) denotes the set of vectors of
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Ω0(φ)

Ω1(φ)

Ω2(φ)

Ω3(φ)

Ω0(φ)

Ω1(φ)

Ω2(φ)

Ω3(φ)

Figure 2: Illustration of Example 4. On the left, the four phases Ωk(φ), k ∈ K =
{0, 1, 2, 3} at t = 0 with the quadruple point E{0,1,2,3}(φ) = M{0,1,2,3}(φ) =
(0, 0) in the center. On the right, the four phases at t > 0, illustrating how the

quadruple point (0, 0) at t = 0 splits into two stable triple points
(
± t+t2

1+2t , 0
)
at

t > 0

domains Ω := (Ω0, . . . ,Ωκ−1) with Ωk ∈ P for all k ∈ K, Ωk ∩ Ωℓ = ∅ for all
{k, ℓ} ⊂ K, k 6= ℓ and

⋃
k∈K Ωk = D.

Theorem 1 Let K = {0, 1, . . . , κ − 1} ⊂ N, k ∈ K, φ ∈ C∞(Rd,Rκ) and let

Ωk(φ) be defined as in Definition 1. Then, if |Dφ̂I | > 0 on MI(φ) for all
I ∈ I

2
k, we have

Ω(φ) := (Ω0(φ), . . . ,Ωκ−1(φ)) ∈ PK(D)

and the dimension of ∂Ωk(φ) is at most d− 1.

Proof The fact that Ω(φ) ∈ PK(D) is an immediate consequence of Proposi-
tion 1, Lemma 1 and Definition 4. A direct application of Lemma 2 in the case
of |I| = 2 shows that the dimension of ∂Ωk(φ) is at most d− 1.

3. Multiphase shape optimization

We assume that D is a Lipschitz, simply connected, and piecewise C1 domain.
Denote by S the set of singular points of ∂D, then the outward unit normal
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vector n to D is well-defined on ∂D \ S. For r ≥ 1 we define

Cr
c (D,R

d) := {θ ∈ Cr(D,Rd) | θ has compact support in D}, (23)

Cr
∂D(D,R

d) := {θ ∈ Cr(D,Rd) | θ · n = 0 on ∂D \ S and θ = 0 on S}.
(24)

Consider a vector field θ ∈ C1
∂D(D,R

d) and the associated flow Φθ
t : D → D,

t ∈ [0, t0], defined for each x0 ∈ D as Φθ
t (x0) := x(t), where x : [0, t0] → Rd is

the solution to

ẋ(t) = θ(x(t)) for t ∈ [0, t0], x(0) = x0. (25)

For Ω ∈ P, we consider the family of perturbed domains

Ωt := Φθ
t (Ω). (26)

In a similar way, for Ω ∈ PK(D) we define

Ωt := Φθ
t (Ω) = (Φθ

t (Ω0), . . . ,Φ
θ
t (Ωκ−1)). (27)

For t0 sufficiently small, it can be shown that Φθ
t : D → D is bijective and

for all open sets O ⊂ D, Φθ
t maps interior points of O onto interior points of

Φθ
t (O) and boundary points of O onto boundary points of Φθ

t (O); see Delfour
and Zolésio (2011, Chapter 4, Section 5.1 and Remark 5.2). A similar result
holds if we take θ ∈ C1

c (D,R
d) instead of θ ∈ C1

∂D(D,R
d). This implies that

Ωt ∈ PK(D) for all t ∈ [0, t0]. When there is no ambiguity, we will often write
Φt for simplicity instead of Φθ

t in the rest of the paper.

We are now ready to give the definition of shape differentiability.

Definition 5 (Shape derivative) Let J : P → R be a shape functional.

(i) The Eulerian semiderivative of J at Ω in direction θ ∈ C1
∂D(D,R

d) is
defined by, when the limit exists,

dJ(Ω)(θ) := lim
tց0

J(Ωt)− J(Ω)

t
. (28)

(ii) J is said to be shape differentiable at Ω if it has a Eulerian semiderivative
at Ω for all θ ∈ C1

∂D(D,R
d) and the mapping

dJ(Ω) : C1
∂D(D,R

d) → R, θ 7→ dJ(Ω)(θ)

is linear and continuous, in which case dJ(Ω)(θ) is called the shape deriva-
tive of J at Ω in direction θ ∈ C1

∂D(D,R
d).
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For a multiphase functional J : PK(D) → R, we define the Eulerian shape
derivative of J at Ω ∈ PK(D) in a similar way as

dJ (Ω)(θ) := lim
tց0

J (Ωt)− J (Ω)

t
. (29)

For transformations Φt, satisfying Φt(Ω) = Ω for all t ∈ [0, t0], the shape
derivative clearly vanishes. When Ω is at least C1, this leads to the following
structure theorem, proved by Zolésio (1979), see also Delfour and Zolésio (2011),
Sokolowski ans Zolésio (1992).

Theorem 2 (Structure theorem) Let Ω ∈ P be of class Cr+1, r ≥ 0. Sup-
pose J is shape differentiable at Ω and dJ(Ω) is continuous for the Cr

∂D(D,R
d)-

topology. Then, there exists a linear and continuous functional L : Cr(∂Ω) → R

such that for all θ ∈ Cr
∂D(D,R

d),

dJ(Ω)(θ) = L(θ|∂Ω · n). (30)

Proof See Delfour and Zolésio (2011, pp. 480-481).

Despite its usefulness in the case of two phases, Theorem 2 is not relevant in
the multiphase context, where usually all the entries Ωk of the vectorΩ ∈ PK(D)
are curvilinear polygons or even less regular, since they form a partition of D.
In fact, an abstract structure theorem exists in the case of open sets, see Delfour
and Zolésio (2011, Theorem 3.6, pp. 479-480), but when the shape derivative
can be written as an integral, a more explicit characterization is needed. In
Lamboley and Pierre (2007, Theorem 1.3), a general structure theorem is proven,
which shows that the shape derivative can be written as L(θ|∂Ω ·n) even when
Ω is only a set of finite perimeter, which is, in particular, valid for Lipschitz
domains. However, the linear form L is in general not a boundary integral if
Ω is only Lipschitz or piecewise Cr. For example, the shape derivative of the
perimeter contains Dirac measures at the vertices of ∂Ω when Ω is a polygon;
see Lamboley and Pierre (2007, Proposition 2.6).

The structure (30) can be seen as a strong form of the shape derivative, in
the sense that it requires a strong regularity of the domain, while it tolerates
a low regularity of the vector field θ. In the multiphase context, it is natural
to use weaker structures of the shape derivatives, which are valid for domains
with low regularity, but involve the derivatives of θ in return, which requires
more regularity for θ. In the case, where the functional is defined as a volume
integral, its shape derivative can be written as a volume integral, instead of
a boundary integral, and then we call it distributed shape derivative, see (31).
Also, it is sometimes possible to write shape derivatives as boundary integrals
on Lipschitz domains as in (34). In this case, the structure is slightly weaker
than (30), as the linear form depends on θ|∂Ω instead of θ|∂Ω ·n. These weaker
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expressions, in particular the distributed shape derivative, are key ingredients
of the LEM. We discuss now some fundamental properties of weak expressions
of shape derivatives. First of all, it is useful to write the distributed shape
derivative using a tensor representation (Laurain, 2020; Laurain and Sturm,
2016), as will be seen in Proposition 2.

Definition 6 (Tensor representation of distributed shape deriva-
tive) Let Ω ∈ PK(D) and assume that J : PK(D) 7→ R has a shape derivative
at Ω. The shape derivative of J admits a tensor representation of order 1
if there exist a first-order tensor S0 ∈ L1(D,Rd) and a second order tensor
S1 ∈ L1(D,Rd×d) such that for all θ ∈ C1

∂D(D,R
d),

dJ (Ω)(θ) =

∫

D

S1 : Dθ + S0 · θ. (31)

The following proposition extends the result of Laurain and Sturm (2016,
Proposition 4.3) to the multiphase case, also requiring weaker regularity as-
sumptions.

Proposition 2 Assume Ω ∈ PK(D), θ ∈ C1
∂D(D,R

d), and that J has an
Eulerian shape derivative at Ω with the tensor representation (31). If S1 ∈
W 1,1(Ωk,R

d×d) for all k ∈ K, then

div(S1) = S0 in Ωk for all k ∈ K, (32)

where div(S1) is defined as the vector of the divergence of the rows of S1, and

dJ (Ω)(θ) =
∑

k∈K

∫

Ωk

div(ST

1 θ). (33)

If, in addition, Ωk is Lipschitz for all k ∈ K, then we have the boundary expres-
sion

dJ (Ω)(θ) =
∑

k∈K

∫

∂Ωk

(S1,knk) · θ, (34)

where S1,k is the trace on ∂Ωk of S1|Ωk
and nk is the outward unit normal

vector to Ωk.

Proof The proof is a straightforward adaptation to the multiphase context of
the proof of Laurain (2019), Proposition 1.

4. The lower envelope method

In this section the notation φ = (φ0, φ1, . . . , φκ−1) stands for a vector of time-
dependent functions φk ∈ C∞([0, t0]×Rd,R). For simplicity, we will sometimes
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use the notation φk(t) := φk(t, ·) and φ(t) = (φ0(t), φ1(t), . . . , φκ−1(t)). The
time-dependent phases Ωk(φ(t)), k ∈ K, are defined as in (2), and the interfaces

EI(φ(t)),MI(φ(t)) and φ̂I(t) as in Definition 2.

4.1. Interface tracking using the lower envelope approach

In this Subsection we give an informal explanation of how the equations for the
lower envelope method are derived and how they allow us to track the motion of
interfaces in a multiphase setting. The proper definition of the lower envelope
method is given in Section 4.4, and its properties are investigated in Section 5.

For t ∈ [0, t0] and k ∈ K, let x(t) ∈ ∂Ωk(φ(t)) ∩ D be a moving interface

point. Suppose that for all t ∈ [0, t0], |Dφ̂I(t)| > 0 on MI(φ(t)) for all I ∈ I
2
k.

Then, for each t ∈ [0, t0], we can apply Lemma 3, which yields that x(t) ∈
EI(φ(t)) for some I ∈ I

r
k with 2 ≤ r ≤ κ. It can be shown that one can choose

I independent of t, using the assumption |Dφ̂I(t)| > 0 on MI(φ(t)) for all
I ∈ I

2
k and by taking t0 sufficiently small; we refer to the perturbation theory

for sets defined as intersections, presented in Birgin, Laurain and Menezes (2023,
Section 2) for a proof of this type of property in a similar context.

We also suppose that the trajectory of x(t) can be described by a flow of
the type (25) for some θ ∈ C1

∂D(D,R
d). In view of (12) and (19) we have

EI(φ(t)) ⊂ MI(φ(t)), consequently, x(t) satisfies the |I| − 1 equations

φk(t,x(t)) = φℓ(t,x(t)), for all ℓ ∈ I \ {k}. (35)

Differentiation of each of these relations with respect to t yields for t ∈ [0, t0]:

∂t(φk−φℓ)(t,x(t))+θ(x(t)) ·∇(φk−φℓ)(t,x(t)) = 0, for all ℓ ∈ I\{k}. (36)

We extend equations (36) to D, this yields

∂t(φk − φℓ)(t, x) + θ(x) · ∇(φk − φℓ)(t, x) = 0, for all ℓ ∈ I \ {k}, (37)

for t ∈ [0, t0] and x ∈ D.

Now, assume that there exists ψ ∈ C∞([0, t0]× Rd,Rκ), solution of

∂tψk(t, x) + θ(x) · ∇ψk(t, x) = 0, for all k ∈ K, t ∈ [0, t0] and x ∈ D, (38)

ψk(0, x) = φk(0, x), (39)

where ψk are the entries of ψ. Then, for any I ∈ I
r
k with 2 ≤ r ≤ κ, we have

in view of (38) that ψk − ψℓ satisfies (37) for all ℓ ∈ I \ {k}. Since equations
(37) are obtained by differentiating the constitutive equations (35), the phases
Ωk(ψ(t)) represent a first-order approximation of Ωk(φ(t)) for all k ∈ K and
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t ∈ [0, t0], for small t0. In this sense, it is meaningful to employ the transport
equations (38)-(39) as the foundation of the LEM, described in Section 4.4.

In view of Lemma 3, ∂Ωk(φ(t)) is the union of all the sets EI(φ(t)) with
I ∈ I

2
k. In practice, it is common that these sets are non-empty, see Examples

1, 2, 3 and Fig. 1. If this is the case, then in order to describe the evolution
of ∂Ωk(φ(t)) we need to solve equations (37) at least for all I ∈ I

2
k. Thus,

in general, we need to solve (37) for all ℓ ∈ K \ {k}, i.e., for κ − 1 equations.
Note that (38)-(39) actually consists of κ equations, but, in practice, we can
take ψ0 ≡ 0 without loss of generality of the method, so in fact (38)-(39) can
be reduced to κ− 1 equations. This shows that solving the transport equations
(38)-(39) for all k ∈ K is de facto a natural way of tracking the motion of
interface points using the lower envelope representation of multiphases.

4.2. On reducing the dimension of velocity fields

An interesting question that naturally arises is to determine whether one needs
to use the full vector field θ in (38), or if the components of θ that are orthogonal
to ∇ψk are superfluous. For instance, in the level set method of Osher and
Sethian (1988), which can be seen as a special case of the LEM for two phases
(see Section 4.5), one uses only the normal component of θ, since the gradient
of the level set function is orthogonal to the tangential component of θ, in the
case of smooth domains. In the multiphase context, however, the situation is
more complicated, due to the nonsmoothness of the sets Ωk(φ).

We now discuss this issue in more detail. Suppose that the assumptions
of either Lemma 2 or Lemma 4 are satisfied for each t ∈ [0, t0], then we have
dim(EI(φ(t))) ≤ max{d− (|I| − 1), 0} for all I ⊂ K with |I| ≥ 2. Assume, for
simplicity, that dim(EI(φ(t))) = max{d−(|I|−1), 0}. Observe that in this case
the codimension of EI(φ(t)) with respect to the ambient space Rd is equal to
min{|I| − 1, d}, and consider the decomposition

θ(x(t)) = θτ (x(t)) + θ⊥(x(t)),

with θτ (x(t)) ∈ Tx(t)EI(φ(t)) and θ⊥(x(t)) ∈ (Tx(t)EI(φ(t)))
⊥, where

Tx(t)EI(φ(t)) is the tangent space of EI(φ(t)) at x(t) ∈ EI(φ(t)) of dimen-

sion max{d− (|I|−1), 0}, and (Tx(t)EI(φ(t)))
⊥ is its orthogonal complement in

Rd, of dimension min{|I|− 1, d}. Then, for k ∈ I, in view of (35), one observes
that ∇(φk−φℓ)(t,x(t)) ∈ (Tx(t)EI(φ(t)))

⊥ for all ℓ ∈ I \{k}, and consequently,
equations (36) become

∂t(φk−φℓ)(t,x(t))+θ⊥(x(t))·∇(φk−φℓ)(t,x(t)) = 0, for all ℓ ∈ I\{k}. (40)

In the particular case of I = K = {0, 1} and φ0 ≡ 0, which corresponds to
the LSM, we have θ⊥ = (θ · n)n, where n is the outward unit normal vector
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to Ω0(φ). This corresponds to the standard simplification made in the LSM,
which yields the level set equation; see Sethian (1999).

We may also relate this observation to the structure theorem, Sturm (2016,
Corollary 5.6), where it is proven that the shape derivative of functionals taking
smooth manifolds of dimension d0 in Rd as argument only depends on the com-
ponent θ⊥ of dimension d−d0. Taking d0 = d− (|I|− 1), we arrive at the same
conclusion, i.e., that it is sufficient to use θ⊥ to track the motion of EI(φ(t)),
as in (40).

We observe, however, that the dimension of (Tx(t)EI(φ(t)))
⊥ depends on I,

and that in view of Lemma 3, ∂Ωk(φ(t)) is typically the union of sets EI(φ(t)),
whose dimensions take all integer values between 0 and d − 1. In particular,
when |I| ≥ d + 1, then Lemma 4 indicates that EI(φ(t)) is a set of isolated
points and dim(Tx(t)EI(φ(t)))

⊥ = min{|I| − 1, d} = d, so that θ⊥ = θ has
dimension d.

In this case, one is constrained to use the full vector θ to describe the evolu-
tion of ∂Ωk(φ(t)), at least locally around the sets EI(φ(t)) with zero dimension.
This shows that the lowest-dimensional subsets EI(φ(t)) of ∂Ωk(φ(t)) dictate
the dimension of the vector field θ⊥ that should be used to track the motion
of ∂Ωk(φ(t)). From the point of view of numerical implementation, this is in
accordance with the use of weak forms of shape derivatives, such as (31) or (34),
where the full vector θ is naturally available rather than θ⊥. This is a genera-
lization of the idea used in Laurain and Sturm (2016), where the full vector θ
was used in a distributed shape derivative-based level set method, instead of
the normal component θ · n, used in the LSM.

4.3. Narrow band approach

In the LSM, the level set equations can be solved in a small neighbourhood of
the interface to decrease the computational cost; this is the so-called narrow
band approach. In the case of the lower envelope method, one could also use the
same idea and solve equations (38)-(39) in a small neighbourhood of the union
of all interfaces ∪I∈I

r
2
,r≥2EI(φ(t)).

4.4. Description of the lower envelope method

In the previous sections we have provided the theoretical foundation, enabling
us to now define the LEM. Given φ0 ∈ C∞(Rd,Rκ) an initial vector-valued
function, a vector field θ ∈ C1

∂D(D,R
d) and the associated flow Φθ

t : D → Rd,
find φ ∈ C∞([0, t0]× Rd,Rκ), being the solution of the transport equations

∂tφk(t, x) + θ(x) · ∇φk(t, x) = 0, for t ∈ [0, t0] and x ∈ D, (41)
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φk(0, x) = φk,0(x), (42)

for all k ∈ K, where φk, φk,0 are the entries of φ,φ0, respectively. The moving
vector domain is defined as Ωt := (Ω0(φ(t)), . . . ,Ωκ−1(φ(t))), where Ωk(φ(t))
is defined as in (2). Note that we can write (41)-(42) in an equivalent way in
vectorial form as

∂tφ(t, x) +Dφ(t, x)θ(x) = 0, for t ∈ [0, t0] and x ∈ D, (43)

φ(0, x) = φ0(x). (44)

By analogy with the LSM, we call (43)-(44) the lower envelope equation. If we

assume that for all t ∈ [0, t0] we have |Dφ̂I(t)| > 0 on MI(φ(t)) for all I ∈ I
2
k,

then this guarantees that Ωt ∈ PK(D) for all t ∈ [0, t0] in view of Theorem 1.

In a practical implementation, we may choose φ0,0 ≡ 0, which yields φ0(t) ≡
0 for all t ∈ [0, t0]. This does not reduce the generality of the method and is
less expensive from the computational point of view. For shape optimization
problems, θ is usually chosen as a descent direction for the multiphase cost
functional J : PK(D) → R, which can be obtained by solving an elliptic PDE
using a weak form of the shape derivative on the right-hand side; see Section
6.3 for more details on the procedure.

Note that from a numerical perspective, it is reasonable to work with a time-
independent θ when solving (43)-(44) over a sufficiently short time interval [0, t0]
at each iteration of the optimization method. However, to model the evolution
of φ over a longer time interval, one would need to consider a time-dependent θ.
This “freezing” of θ is performed similarly in the level set method; see Osher
and Fedkiw (2003), Osher and Sethian (1988), Sethian (1999).

4.5. The particular case of two phases

In the case of K = {0, 1}, φ1 ∈ C∞([0, t0] × Rd,R) and φ0 ≡ 0, we show that
the LEM coincides with the LSM (Osher and Fedkiw, 2003; Osher and Sethian,
1988; Sethian, 1990). First of all, assuming that 0 is a regular value of φ1(t, ·)
for all t ∈ [0, t0], Definition 1 yields

Ω1(φ(t)) := {x ∈ D | φ1(t, x) < 0}, Ω0(φ(t)) := {x ∈ D | φ1(t, x) > 0},

which corresponds to the definition of the domains in the level set method.

Then, the lower envelope equation (43) reduces to the following transport
equation

∂tφ1(t, x) + θ(x) · ∇φ1(t, x) = 0, for t ∈ [0, t0] and x ∈ D. (45)
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Since we have assumed that 0 is a regular value of φ1(t, ·) for all t ∈ [0, t0], then
Ω1(φ(t)) is smooth and (45) reduces to the usual level set equation

∂tφ1(t, x) + θ(x) · n(x)|∇φ1(t, x)| = 0, for t ∈ [0, t0] and x ∈ D. (46)

This shows that the LSM is indeed a particular case of the LEM, using two
phases.

5. Geometric properties of the LEM

5.1. Properties of triple points in two dimensions

In this subsection we consider a time-independent setting. We assume d = 2,
K = {0, 1, 2}, φ = (φ0, φ1, φ2) ∈ C∞(R2,R3), and φ0 ≡ 0. We also suppose that
either the assumptions of Lemma 2, if |I| ≤ 2, or the assumptions of Lemma 4, if
|I| ≥ 3, are satisfied. Assume that EK(φ) and E{0,1}(φ), E{1,2}(φ) and E{0,2}(φ)
are not empty. Then, E{0,1}(φ), E{1,2}(φ) and E{0,2}(φ) are one-dimensional,
according to Lemma 2. Here, EK(φ) is a set of triple points, according to
Lemma 4 and Definition 3. Let x̂ ∈ EK(φ) be a triple point. Denote by DI the
half-tangent to EI(φ) at x̂ for I = {0, 1}, I = {1, 2} or I = {0, 2}. Denote by
ϑ ∈ [0, 2π] the angle in local polar coordinates with origin x̂ and such that ϑ = 0
corresponds to D{0,2}. Without loss of generality, we may assume that ϑ0 ≤ ϑ1,
where ϑ0 is the angle between D{0,2} and D{0,1}, and ϑ1 is the angle between
D{0,2} and D{1,2}. Indeed, if ϑ0 > ϑ1 we can just exchange the indices of φ0 and
φ2, rename the phases accordingly, and we will get ϑ0 ≤ ϑ1. Introduce also the
relative angles β0 = ϑ0 ≥ 0, β1 = ϑ1 − ϑ0 ≥ 0 and β2 = 2π − ϑ1 ≥ 0. Clearly,
we have β0 + β1 + β2 = 2π; see Fig. 3 for an illustration of the geometry.

Theorem 3 Suppose that either the assumptions of Lemma 2, if |I| ≤ 2, or the
assumptions of Lemma 4, if |I| ≥ 3, are satisfied and the geometry is defined as

above. Assume that Dφ̂K(x̂) is invertible, then

max
k∈K

βk < π and min
k∈K

βk > 0.

Proof First we assume that β0 > π and show that this leads to a contradiction.
Without loss of generality we may assume that D{0,2} coincides with the right
semi-axis Ox. Since β0 > π, D{0,1} and D{1,2} must be both located in the open
lower half-plane.

Denote by Hr := {(x, y) ∈ R2 | x > 0} the right open half-plane and
Hl := {(x, y) ∈ R2 | x < 0} the left open half-plane. For x ∈ E{0,2}(φ) we
have ∇Γφ2(x) = 0, since φ2 = φ0 on E{0,2}(φ) and φ0 ≡ 0, where ∇Γ denotes
the tangential gradient on E{0,2}(φ). We also have ∇φ2(x) · n2(x) > 0 for all
x ∈ E{0,2}(φ), where n2 is the unit outward normal vector to Ω2(φ), since
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Ω0(φ)

Ω2(φ)

Ω1(φ)

E{1,2}(φ)

E{0,1}(φ)

E{0,2}(φ)

D{0,2}

D{1,2}

D{0,1}

β2

β0

β1
x̂

Figure 3: The sets D = (0, 1)2 and EI(φ), half-tangents DI for I =
{0, 1}, {0, 2}, {1, 2} and angles β0, β1, β2

φ2 ≤ φ0 in Ω2(φ) and φ2 ≥ φ0 in Ω0(φ). As D{0,2} coincides with the right
semiaxis Ox, we get ∇φ2(x̂) = (0, λ) with λ > 0. In a similar way, we have that
∇φ1(x̂) is orthogonal to D{0,1}, hence −∇φ1(x̂) ∈ Hr, using the assumption

β0 > π and the fact that ∇φ1(x̂) 6= 0, thanks to the assumption that Dφ̂K(x̂)
is invertible. Thus, we have shown that ∇(φ2 − φ1)(x̂) ∈ Hr.

In a similar way we have that ∇(φ2−φ1)(x̂) is orthogonal to D{1,2}. The fact
that φ2−φ1 ≥ 0 in Ω1 and φ2−φ1 ≤ 0 in Ω2 shows that∇(φ2−φ1)(x̂) is pointing
outward from Ω2, therefore it must be in Hl, considering the assumption β0 > π.
Thus, we have obtained ∇(φ2−φ1)(x̂) ∈ Hr ∩Hl which is a contradiction, since
Hr ∩ Hl = ∅, and this implies that β0 ≤ π. In a similar way, one also proves
that βk ≤ π for k = 1, 2.

Now, assume that β0 = π, then ∇φ2(x̂) and ∇φ1(x̂) are linearly depen-

dent, which implies detDφ̂K(x̂) = 0, and this contradicts the assumption that

Dφ̂K(x̂) be invertible. Hence, we must have β0 < π and also β1 < π, β2 < π
in a similar way. Then, the fact that mink∈K βk > 0 is a straightforward conse-
quence of β0 + β1 + β2 = 2π.

We can also compute the angles at the triple point x̂ in the way shown here,
as follows:
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Proposition 3 Let x̂ ∈ EK(φ) and assume Dφ̂K(x̂) is invertible, then

βk = arccos
∇(φ[k+1]3 − φk) · ∇(φk − φ[k+2]3)

|∇(φ[k+1]3 − φk)| · |∇(φk − φ[k+2]3)|
for all k ∈ K, (47)

where [k + 1]3 means k + 1 modulo 3.

Proof The vector ∇(φ2 −φ1) is orthogonal to D{1,2} and points outward from
Ω2(φ), while the vector ∇(φ1 − φ0) is orthogonal to D{0,1} and points outward
from Ω1(φ). Hence, β1 is also the angle between ∇(φ2 − φ1) and ∇(φ1 − φ0),
and since 0 < β1 < π, according to Theorem 3, this yields (47) for k = 1. The
other cases are established in the same way.

5.2. Evolution of (d+ 1)-tuple points

In Section 4.1 we have explained through formal calculations how the lower
envelope equation (43)-(44) is obtained as a first-order approximation of the
constitutive equations, defining the phases Ωk(φ(t)), k ∈ K. Nevertheless, we
need to verify that the lower envelope equation (43)-(44) indeed leads to the
motion of (d+1)-tuple points with the expected velocity θ in a neighbourhood
of t = 0, under appropriate conditions on φ. We prove indeed such a result in
the following proposition, employing the implicit function theorem.

Proposition 4 Suppose I = K, κ = d + 1, and let φ ∈ C∞([0, t0] × Rd,Rκ)

be the solution to the lower envelope equation (43)-(44). Suppose Dφ̂I(0, x) is
invertible for all x ∈ MI(φ(0)), and MI(φ(0)) = {x̂} consists of exactly one
point. Then, upon reducing t0 > 0, if necessary, there exists a unique smooth
function x† : [0, t0] → Rd such that {x†(t)} = EI(φ(t)) = MI(φ(t)), i.e., x

†(t)
is a (d + 1)-tuple point for all t ∈ [0, t0] in the sense of Definition 3. Also,
x† : [0, t0] → Rd is the solution of

∂tx
†(t) = θ(x†(t)), for all t ∈ [0, t0]

with the initial condition x†(0) = x̂.

Proof Since I = K, κ = d+1, andDφ̂I(0, x) is invertible for all x ∈ MI(φ(0)),
there is that EI(φ(0)) = MI(φ(0)) is a set of isolated points in view of Lemma
4. Without loss of generality, we can assume that MI(φ(0)) = {x̂} is exactly
one point.

We study the behaviour of MI(φ(t)) for small t. In view of (10) we have

MI(φ(0)) = {x ∈ D | φ̂I(0, x) = 0} = {x̂}.
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Using the fact that Dφ̂I(0, x) is invertible for all x ∈ MI(φ(0)), and reducing
t0 > 0, if necessary, the implicit function theorem yields the existence of a unique
smooth function x† : [0, t0] → Rd, such that x†(0) = x̂ and φ̂I(t,x

†(t)) = 0 for
all t ∈ [0, t0]. Thus, we get

{x†(t)} = MI(φ(t)) = {x ∈ D | φ̂I(t, x) = 0}. (48)

By reducing t0 > 0 again, if necessary, we also have that Dφ̂I(t, x) is invertible
for all x ∈ MI(φ(t)) and all t ∈ [0, t0]. Thus, by applying Lemma 4 using
I = K and κ = d+ 1, we have EI(φ(t)) = MI(φ(t)) and (48) yields that x†(t)
is a (d + 1)-tuple point for all t ∈ [0, t0]. The implicit function theorem also
yields for the derivative

∂tφ̂I(t,x
†(t)) +Dφ̂I(t,x

†(t))∂tx
†(t) = 0, for t ∈ [0, t0]. (49)

Taking the difference between the equations for φk and φℓ at x = x†(t) in (41),
and subtracting the result to equation (49) yields

Dφ̂I(t,x
†(t))(∂tx

†(t)− θ(x†(t))) = 0, for t ∈ [0, t0].

Using the fact that Dφ̂I(t,x
†(t)) is invertible for t ∈ [0, t0], we get

∂tx
†(t) = θ(x†(t)), for t ∈ [0, t0],

which proves the result.

We shall now discuss the case of κ = |K| > d + 1 and I = K. Let
φ ∈ C∞([0, t0] × Rd,Rκ) be the solution to the lower envelope equation (43)-
(44). Suppose that EK(φ(0)) 6= ∅ and choose x̂ ∈ EK(φ(0)), then x̂ is at the
junction of the κ phases Ωk(φ(0)). Consider now the solution to the lower enve-
lope equation, applied with K0 ⊂ K, where |K0| = d+1, I0 = K0, and suppose

that Dφ̂I0(0, x) is invertible for all x ∈ MI0(φ(0)). Then, we can apply Propo-

sition 4 with I0 and K0, which yields a smooth function x†
K0 : [0, t0] → Rd,

solution of

∂tx
†
K0(t) = θ(x

†
K0(t)), for all t ∈ [0, t0],

with the initial condition x†
K0(0) = x̂. Thus, x†

K0 is actually independent of K0

(upon reducing t0 > 0, if necessary) and we can use the notation x† = x†
K0 . Also,

by repeating the procedure for the entire subset of indices K0 ⊂ K, satisfying
|K0| = d+ 1, we get φ̂I(t,x

†(t)) = 0 for all t ∈ [0, t0]. Since I = K, this shows
that φk(t,x

†(t)) = φℓ(t,x
†(t)) for all k, ℓ ∈ K and t ∈ [0, t0], which means that

x†(t) is at the junction of the κ phases Ωk(φ(t)) for all t ∈ [0, t0]. Thus, the
interface point x̂ is also moving with the velocity θ on a sufficiently short time
interval [0, t0], as in Proposition 4.
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However, Example 4 and Fig. 2 demonstrate that when |K| > d + 1 and
I = K, small random perturbations of φ are likely to cause x̂ to split into
multiple (d + 1)-tuple points, each moving in a different direction. Thus, from
an implementation perspective, such points x̂ will probably be unstable and
split from one iteration to the next one due to numerical errors.

6. Application to an inverse conductivity problem

6.1. Problem formulation

We consider the inverse problem of determining a matrix-valued conductivity σ
within a body D ⊂ Rd, satisfying the elliptic equations

div(σ∇yi) = f in D, (50)

which characterize the potentials yi, i = 1, . . . ,m, associated with applied
boundary current fluxes gi = σ∇yi ·n|∂D, and using measurements of boundary
voltages hi = yi|∂D, available on ∂D.

With H1
⋄ (D) :=

{
v ∈ H1(D) :

∫
D
v = 0

}
and the compatibility condition

∫

D

f +

∫

∂D

gi = 0, (51)

the variational formulation reads: Find yi ∈ H1
⋄ (D) such that

∫

D

σ∇yi · ∇v =

∫

D

fv +

∫

∂D

giv, ∀v ∈ H1(D). (52)

When f ≡ 0, this problem is known as the continuum model in electrical
impedance tomography (EIT), also known as the Calderón problem; we refer
to the reviews by Bera (2018) and Borcea (2002), and the references therein.
There exists a vast literature on EIT in the isotropic case, which corresponds to
σ = γId, where Id is the identity matrix and γ is a scalar-valued function, but
there are much less known results in the anisotropic case; however, one should
mention the work of Alessandrini et al. (2018) for uniqueness results in the case
of a layered anisotropic medium. Here, we compute the shape derivative in the
multiphase anisotropic case, and for the numerics we focus on the isotropic case.

Let us introduce

σ = σΩ :=
∑

k∈K

σkχΩk
and f = fΩ :=

∑

k∈K

fkχΩk
,

where χΩk
denotes the characteristic function of Ωk, σk are matrix-valued func-

tions and Ω ∈ PK(D); see Definition 4.
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Assumption 1 Suppose Ω ∈ PK(D) and the following holds for all k ∈ K:

• σk : D → Rd×d is assumed to be in C1(D,Rd×d) and uniformly positive
definite, i.e., there exists σ (independent of k) such that ξTσk(x)ξ ≥ σ|ξ|2

for a.e. x ∈ D and all ξ ∈ Rd,
• fk ∈ H1(D).

In order to obtain a numerical approximation of the solution to the EIT problem,
we consider a Kohn-Vogelius approach with mixed boundary conditions as in
Laurain and Sturm (2016). For i = 1, . . . ,m, introduce ui ∈ H1

a,hi
(D) and

vi ∈ H1
b,hi

(D), solutions of

∫

D

σΩ∇ui · ∇w =

∫

D

fΩw +

∫

Γb

giw for all w ∈ H1
a,0(D), (53)

∫

D

σΩ∇vi · ∇w =

∫

D

fΩw +

∫

Γa

giw for all w ∈ H1
b,0(D), (54)

with Γa ∪ Γb = ∂D, Γa 6= ∅, Γb 6= ∅, gi ∈ L2(∂D), hi ∈ H1/2(∂D) and

H1
a,hi

(D) := {w ∈ H1(D) | w = hi on Γa},

H1
b,hi

(D) := {w ∈ H1(D) | w = hi on Γb}.

The inverse problem then consists in finding σΩ such that ui = vi for all i =
1, . . . ,m. Indeed, if ui = vi, then, in view of (52),(53),(54), we get that ui =
vi = yi satisfies (50), σ∇yi · n|∂D = gi, and yi|∂D = hi since Γa ∪ Γb = ∂D,
hence σΩ is a solution of the inverse problem.

However, the measurements hi are corrupted in practice by noise, and so we
cannot expect that ui = vi be exactly achievable, but rather that |ui−vi| should
be minimized. Thus, we shall consider the following multiphase cost functional:

J (Ω) :=
1

2

m∑

i=1

∫

D

(ui − vi)
2. (55)

Note that ui and vi both depend on Ω, but we use the notation ui, vi for
simplicity.

6.2. Shape derivative of the cost functional

In this section we take m = 1 and we write u, v, g, h instead of u1, v1, g1, h1
to simplify the notation. The expression of the shape derivative of J (Ω) in
(55) in the case of m > 1 can be obtained straightforwardly by summing over
i = 1, . . . ,m.
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Before stating the main result of this section, a short discussion about third-
order tensors is useful. During the calculation of the shape derivative of J (Ω)
the term appears

σ̃(t) :=
∑

k∈K

χΩk
σk ◦Φt,

whose derivative at zero is given by

σ̃′(0) =
∑

k∈K

χΩk
Dσkθ.

Here, Dσk : D → Rd×d×d is a third-order tensor with entries (∂ℓ(σk)ij)ijℓ.

Let A ∈ Rd×d×d be a third-order tensor whose entries are denoted by Aijℓ.
Then, for vectors y, z ∈ Rd, Ayz ∈ Rd represents the vector with entries
(
∑d

j,ℓ=1 Aijℓyjzℓ)i. Let B ∈ Rd×d×d be another third-order tensor, satisfying

Ayz · x = Bzx · y for all x, y, z ∈ Rd.

Then we call B the transpose of A and write B = A
T. It can be shown that

the transpose of A always exists and is unique; see Qi (2017, Proposition 3.1).
Note that we have A

TTT = A, but, in general, ATT 6= A. For instance, the
term DσT

k∇u∇p ·θ, appearing in S0(Ω) ·θ in (56), can be computed as follows:

DσT

k∇u∇p · θ = Dσkθ∇u · ∇p =
∑d

i,j,ℓ=1 ∂ℓ(σk)ijθℓ∂ju∂ip, which means that

DσT

k∇u∇p is a vector with entries (
∑d

i,j=1 ∂ℓ(σk)ij∂ju∂ip)ℓ.

Theorem 4 (distributed shape derivative) Let Assumption 1 be satisfied,
then the shape derivative of J at Ω in direction θ ∈ C1

∂D(D,R
d) is given by

dJ (Ω)(θ) =

∫

D

S1(Ω) : Dθ + S0(Ω) · θ dx, (56)

where S1(Ω) ∈ L1(D,Rd×d) and S0(Ω) ∈ L1(D,Rd) are defined by

S1(Ω) =

[
1

2
(u− v)2 − fΩ(p+ q) + σΩ∇u · ∇p+ σΩ∇v · ∇q

]
Id (57)

−∇p⊗ σΩ∇u−∇u⊗ σT

Ω
∇p−∇q ⊗ σΩ∇v −∇v ⊗ σT

Ω
∇q,

S0(Ω) =
∑

k∈K

χΩk
[DσT

k∇u∇p+DσT

k∇v∇q − (p+ q)∇fk], (58)

where DσT

k denotes the transpose of the third-order tensor Dσk : D → Rd×d×d.

The adjoints p ∈ H1
a,0(D) and q ∈ H1

b,0(D) are the solutions of
∫

D

σT

Ω
∇p · ∇w = −

∫

D

(u− v)w for all w ∈ H1
a,0(D), (59)

∫

D

σT

Ω
∇q · ∇w =

∫

D

(u− v)w for all w ∈ H1
b,0(D). (60)
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Proof We use the averaged adjoint method from Sturm (2015) to compute the
shape derivative of J (Ω). The existence proof for the shape derivative of J (Ω)
goes in a similar way as in Laurain and Sturm (2016), where the isotropic case
for two phases was treated. Therefore, we only present a formal proof here, and
we refer to Laurain and Sturm (2016) for more details on the verification of the
assumptions of the averaged adjoint method.

First of all, in order to avoid working with H1
a,h(D) and H1

b,h(D), we in-
troduce alternative variational formulations, equivalent to (53)-(54): find u ∈
H1(D) and v ∈ H1(D), the solutions to

∫

D

σΩ∇u · ∇w =

∫

D

fΩw +

∫

Γb

gw +

∫

Γa

(σT

Ω
∇w) · n(u− h) for all w ∈ H1

a,0(D),

(61)
∫

D

σΩ∇v · ∇w =

∫

D

fΩw +

∫

Γa

gw +

∫

Γb

(σT

Ω
∇w) · n(v − h) for all w ∈ H1

b,0(D).

(62)

Note that the integrals on Γa and Γb in (61)-(62) should be understood as dual
products, since (σT

Ω
∇w) ·n belongs to H−1/2(∂D). Compared to (53)-(54), the

additional terms in (61)-(62) yield the non-homogeneous Dirichlet conditions
u = h on Γa and v = h on Γb. While not identical, this reformulation of the
problem bears similarities to the Nitsche method in the continuous setting; see
Dumont et al. (2006) and Dupire et al. (2010).

We define the Lagrangian L : PK(D)×H1(D)×H1(D)×H1
a,0(D)×H1

b,0(D)
as

L(Ω, (ξ, ζ), (µ, η)) :=
1

2

∫

D

(ξ − ζ)2 +

∫

D

σΩ∇ξ · ∇µ

−

∫

D

fΩµ−

∫

Γb

gµ−

∫

Γa

(σT

Ω
∇µ) · n(ξ − h)

+

∫

D

σΩ∇ζ · ∇η −

∫

D

fΩη −

∫

Γa

gη −

∫

Γb

(σT

Ω
∇η) · n(ζ − h).

Then, the adjoints p ∈ H1
a,0(D) and q ∈ H1

b,0(D) are solutions to (see Laurain
and Sturm, 2016)

∂(ξ,ζ)L(Ω, (u, v), (p, q))(ξ̂, ζ̂) = 0 ∀(ξ̂, ζ̂) ∈ H1(D)×H1(D).
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This yields

∫

D

σT

Ω
∇p · ∇ξ̂ = −

∫

D

(u− v)ξ̂ +

∫

Γa

(σT

Ω
∇p) · nξ̂ for all ξ̂ ∈ H1(D),

(63)
∫

D

σT

Ω
∇q · ∇ζ̂ =

∫

D

(u− v)ζ̂ +

∫

Γb

(σT

Ω
∇q) · nζ̂ for all ζ̂ ∈ H1(D). (64)

By taking test functions ξ̂ ∈ H1
a,0(D) ⊂ H1(D) and ζ̂ ∈ H1

b,0(D) ⊂ H1(D) in
(63)-(64), we get (59)-(60).

Following the averaged adjoint method, Laurain and Sturm (2016), we in-
troduce the shape-Lagrangian G using a reparameterization of L:

G(t, (ξ, ζ), (µ, η)) := L(Ωt, (ξ, ζ) ◦Φ
−1
t , (µ, η) ◦Φ−1

t )

=
1

2

∫

D

(ξt − ζt)2 +

∫

D

σΩt
DΦ−T

t ◦Φ−1
t (∇ξ) ◦Φ−1

t ·DΦ−T

t ◦Φ−1
t (∇µ) ◦Φ−1

t

−

∫

D

fΩt
µt −

∫

Γb

gµ−

∫

Γa

(σT

Ω
∇µ) · n(ξ − h)

+

∫

D

σΩt
DΦ−T

t ◦Φ−1
t (∇ζ) ◦Φ−1

t ·DΦ−T

t ◦Φ−1
t (∇η) ◦Φ−1

t

−

∫

D

fΩt
ηt −

∫

Γa

gη −

∫

Γb

(σT

Ω
∇η) · n(ζ − h),

with the notation ξt := ξ ◦Φ−1
t and a similar notation for the other functions

involved. Note that we have used Φt = id on ∂D, where id denotes the identity
mapping, due to θ ∈ C1

∂D(D,R
d). Proceeding with the change of variables

x 7→ Φt(x) inside the integrals and using again Φt = id on ∂D, we get

G(t, (ξ, ζ), (µ, η)) =
1

2

∫

D

(ξ − ζ)2 det(Φt) +

∫

D

M(t)∇ξ · ∇µ

−

∫

D

f̃(t)µ det(Φt)−

∫

Γb

gµ−

∫

Γa

(σT

Ω
∇µ) · n(ξ − h)

+

∫

D

M(t)∇ζ · ∇η −

∫

D

f̃(t)η det(Φt)

−

∫

Γa

gη −

∫

Γb

(σT

Ω
∇η) · n(ζ − h),

where M(t) := det(Φt)DΦ−1
t σ̃(t)DΦ−T

t , σ̃(t) :=
∑

k∈K σk ◦ ΦtχΩk
, f̃(t) :=
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∑
k∈K fk ◦ΦtχΩk

. We compute the derivatives at t = 0:

f̃ ′(0) =
∑

k∈K

χΩk
∇fk · θ ∈ L2(D),

σ̃′(0) =
∑

k∈K

χΩk
Dσkθ with Dσkθ ∈ C0(D,Rd×d),

M
′(0) = div(θ)σΩ −DθσΩ − σΩDθ

T + σ̃′(0).

Note that Dσk : D → Rd×d×d is a third-order tensor, since σk are matrix-
valued functions, and Dσkθ is matrix-valued. According to the averaged adjoint
method, see Laurain and Sturm (2016), the shape derivative dJ (Ω)(θ) is given
by the derivative with respect to t of the shape-Lagrangian G, evaluated at the
state (u, v) and adjoint state (p, q), i.e.,

dJ (Ω)(θ) = ∂tG(0, (u, v), (p, q))

=
1

2

∫

D

(u− v)2 div(θ) +

∫

D

M
′(0)∇u · ∇p−

∫

D

f̃ ′(0)p

+ fΩpdiv(θ) +

∫

D

M
′(0)∇v · ∇q −

∫

D

f̃ ′(0)q + fΩq div(θ).

Using tensor calculus, we compute

M
′(0)∇u · ∇p

= div(θ)σΩ∇u · ∇p−DθσΩ∇u · ∇p− σΩDθ
T∇u · ∇p+ σ̃′(0)∇u · ∇p

= (σΩ∇u · ∇p)Id : Dθ −Dθ : (∇p⊗ σΩ∇u)−Dθ : (∇u⊗ σT

Ω
∇p)

+
∑

k∈K

χΩk
Dσkθ∇u · ∇p

= Dθ : [(σΩ∇u · ∇p)Id −∇p⊗ σΩ∇u−∇u⊗ σT

Ω
∇p] +

∑

k∈K

χΩk
DσT

k∇u∇p · θ,

where DσT

k denotes the transpose of the third-order tensor Dσk. The other
terms of dJ (Ω)(θ) can be rearranged in a similar way to obtain (56).

Remark 1 Formula (56) generalizes Laurain and Sturm (2016, Proposition
6.2) when the same cost functional (55) is used (this corresponds to taking
α1 = 1 and α2 = 0 in Laurain and Sturm (2016, Proposition 6.2)). To be more
precise, the result of Laurain and Sturm (2016, Proposition 6.2) can be recovered
by taking two phases (K = {0, 1}) and σΩ = σ0χΩ0

+ σ1χΩ1
, where σ0, σ1 are

multiples of the identity matrix.
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Ω1, σ1

Ω2, σ2Ω0, σ0

Γb

Γb

ΓaΓa

Figure 4: Example of partition D = Ω0 ∪ Ω1 ∪ Ω2 and boundaries Γa = Γleft ∪
Γright, Γb = Γlower ∪ Γupper

6.3. The algorithm and numerical results

Without loss of generality, we take φ0 ≡ 0 in the numerics. The phases Ωk(φ(t))
are defined as in (2). We consider the particular case of κ = 3, K = {0, 1, 2},
d = 2, which corresponds to three phases in two dimensions. We choose D =
(0, 1)× (0, 1), fΩ ≡ 0 and σΩ = σ0χΩ0

+ σ1χΩ1
+ σ2χΩ2

, where σk = σk,0Id for
k ∈ K, and σk,0 are known scalar values. This corresponds to the isotropic EIT
case, and (57)-(58) become in this case

S1(Ω) =

[
1

2
(u− v)2 + σΩ∇u · ∇p+ σΩ∇v · ∇q

]
Id

− 2σΩ[∇u⊙∇p+∇v ⊙∇q],

S0(Ω) ≡ 0,

where ∇u⊙∇p := (∇u⊗∇p+∇p⊗∇u)/2.

We use the software package FEniCS for the implementation; see Logg,
Mardal and Wells (2012). Our algorithm closely follows the ideas of Laurain
(2018), where a distributed shape derivative-based FEniCS implementation was
described for the level set method. Thus, we explain here the main principles of
our implementation and refer to Laurain (2018) for detailed explanations. To
solve the lower envelope equation (43)-(44), D = (0, 1)×(0, 1) is discretized using
a regular grid. The node coordinates are given by (ih, jh), 0 ≤ i, j ≤ N + 1,
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where h = 1/N is the discretization step. In our numerical experiments we
take N = 255. The lower envelope function φ is then solved on this grid
using the same Lax-Friedrichs flux as described in Laurain (2018, Section 5.2).
Concerning the “freezing” of θ, explained in Section 4.4, we follow the heuristics
of Laurain (2018) and take 10 pseudo-time steps in the update of the lower
envelope equation (43)-(44) to accelerate the convergence.

To solve the PDEs for the states (53),(54) and adjoint states (59),(60), the
square D is discretized using the FEniCS built-in mesh RectangleMesh, which
generates a regular triangulation by subdividing each quadrilateral element of
a Cartesian grid into two triangles. We take N = 255 cells in both direc-
tions and the default direction “right” for the diagonal. We then use stan-
dard piecewise linear Lagrange elements, accessible in FEniCS via the built-in
FunctionSpace(mesh, "Lagrange", 1).

In our numerical experiments, we choose σ0,0 = 1, σ1,0 = 3, σ2,0 = 15.
We choose Γa = Γleft ∪ Γright with Γleft = {0} × [0, 1], Γright = {1} × [0, 1]
and Γb = Γlower ∪ Γupper with Γlower = [0, 1] × {0}, Γupper = [0, 1] × {1}; see
Fig. 4. We also normalize the cost function (55) and the associated shape
derivative by dividing each term in the sum over i = 1, . . . ,m, by the constant
1
2

∫
D
(u

(0)
i − v

(0)
i )2, where u

(0)
i ,v

(0)
i represent ui and vi, computed for the initial

partition Ω(0).

Synthetic measurements hi are obtained by taking the trace on ∂D of the
solution to (50) using a ground truth partition Ω⋆, fΩ⋆ ≡ 0 and known currents
gi, i = 1, . . . ,m. To simulate the noisy EIT data, each measurement hi is
corrupted by adding a normal Gaussian noise with mean zero and standard
deviation δ‖hi‖∞, where δ is a parameter. The noise level is computed as

noise =

∑m
i=1 ‖hi − h̃i‖L2(∂D)∑m

i=1 ‖hi‖L2(∂D)
, (65)

where hi and h̃i are, respectively, the noiseless and noisy measurements, corre-
sponding to the current gi.

In the numerical tests, we use m = 11 measurements and define the currents
in the following way:

g1 = 1 on Γleft ∪ Γright and g1 = −1 on Γupper ∪ Γlower,

g2 = 1 on Γleft ∪ Γupper and g2 = −1 on Γright ∪ Γlower,

g3 = 1 on Γleft ∪ Γlower and g3 = −1 on Γright ∪ Γupper.

Then we choose

g4 = arctan(500(x2 − 0.5)) on Γleft and g4 = 0 otherwise,
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which is used as an approximation of the function

g =
π

2
on Γleft ∩ {x2 > 0.5}, g = −

π

2
on Γleft ∩ {x2 ≤ 0.5}

and g4 = 0 otherwise,

and g5, g6, g7 are defined similarly as g4 on Γright, Γupper, Γlower, respectively.
Then

g8 = sin(4πx2) on Γleft and g8 = 0 otherwise,

and g9, g10, g11 are defined in a similar way on Γright, Γupper, Γlower, respectively.

In order to obtain the descent direction, we solve

B(θ, ξ) :=

∫

D

α1Dθ : Dξ + α2θ · ξ +

∫

∂D

α3θ · ξ = −dJ (Ω)(ξ) (66)

for all ξ ∈ H1(D)2,

with α1 > 0, α2 > 0 and α3 > 0. This procedure has been introduced and
developed in Burger (2003) and de Gournay (2006), see also Allaire, Dapogny
and Jouve (2021), using the boundary expression of the shape derivative, such
as (34), on the right-hand side of (66), for the purpose of regularizing θ and
extending it to D. Here, we employ the same procedure, but with the dis-
tributed shape derivative (56) on the right-hand side of (66). It is particularly
useful in the case of the distributed shape derivative, as there is no straight-
forward way of obtaining a descent direction using (56) directly, due to the
term Dθ. The solution θ of (66) is defined on all of D and is a descent di-
rection, since dJ(Ω)(θ) = −B(θ,θ) < 0 if θ 6= 0. In our experiment, we used
α1 = 0.2, α2 = 0.8 and α3 = 105. The role of the large coefficient α3 is to pro-
vide a relaxation of the Dirichlet boundary condition θ ∈ C1

∂D(D,R
d), so that

slow tangential displacements of the phases can occur on ∂D, which allows us
to consider discontinuities of the conductivity σΩ up to the boundary ∂D. To
compute the descent direction numerically, we integrate separately on the sub-
domains Ω0,Ω1,Ω2, due to the discontinuous conductivity σΩ appearing in the
distributed shape derivative (56). Numerically, we employ the built-in FEniCS
class Subdomain for this purpose, which requires the lower envelope functions
φ1, φ2 in the finite element space of piecewise linear elements. Since the Carte-
sian grid aligns with the vertices of the finite element mesh, this is performed
without introducing additional numerical errors by projecting φ1, φ2, which are
computed on the Cartesian grid, onto the finite element space. We refer to
Laurain (2018, Section 6) for detailed explanations about the numerical imple-
mentation of the descent direction in a similar framework.

We define a relative error measure for the reconstruction as (note that E(Ω)
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is a percentage)

E(Ω) := 100×

∫

D

|σΩ − σΩ⋆ |
∫

D

|σΩ|
.

Numerical results are shown in Fig. 5. The ground truth conductivity σΩ⋆

is composed of a background with two low conductivity phases, σ0,0 = 1 and
σ1,0 = 3, separated by a curvy horizontal interface, and of two inclusions of
different sizes and higher conductivity σ2,0 = 15 (see the ground truth σΩ⋆

in Fig. 5). The goal is to reconstruct the shapes of the two inclusions and the
location of the interface between the two low conductivity phases. As can be seen
in Fig. 5, the shapes of the two inclusions are well reconstructed albeit slightly
smoothed. The interface between the two weak phases is well reconstructed in
the regions closer to the boundary, and less so in the center, as expected for this
type of inverse problem. Indeed, we emphasize that the EIT problem is severely
ill-posed, see Borcea (2002), imposing an inherent limitation on the achievable
quality of reconstruction, regardless of the reconstruction method used.

In Fig. 5, the sensitivity of the reconstruction with respect to noise is il-
lustrated. Numerical results corresponding to three different noise levels are
compared. In the three cases, the reconstruction is able to capture the main
geometric features of the ground truth. The relative errors at the final it-
eration, corresponding to the noise levels 0%, 1.02% and 2.03%, are given by
E(Ωrec) = 5.72%, 6.19% and 6.81%, respectively, thus showing that the method
is robust with respect to noise.
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Figure 5: Initialization (first row), ground truth σΩ⋆ (second row left), recon-
structions σ(Ωrec) using 11 boundary currents with 0% noise and E(Ωrec) =
5.72% error (second row right), with 1.02% noise and E(Ωrec) = 6.19% error
(third row left), with 2.03% noise and E(Ωrec) = 6.81% error (third row right).
The conductivity values are σ0,0 = 1 (white), σ1,0 = 3 (light gray), σ2,0 = 15
(black).
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