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Abstract: This paper first proposes a Generalized Fuzzy Model 
( GFM), and then exploits an approach to construction of this model. 
The proposed fuzzy model is a general form of existing fuzzy models 
( CFM and LFM), which can describe complex structures in data. 
The exploited approach conjointly utilizes clustering techniques and 
neural networks, referred to as Structural Fuzzy Modelling (SFM), 
thereby providing a general, theoretical and practical method for 
fuzzy model building. This method consists of two main steps: 
STEP 1 is concerned with finding of the data structures; STEP 
2 is concerned with identification of the parameters. To implement 
STEP 1, we introduce a new loss function and adopt clustering tech­
niques. In STEP 2, we design a three-layer neural network, called 
Fuzzy Reasoning Network (FRN). The main characteristics of this 
network are: (1) the hidden layer consists of the optimal number 
of neurons, (2) neurons are meaningful elements, and (3) synapse is 
regarded as a function which can be constant or linear or nonlinear. 
Our approach establishes a unifying framework for different fuzzy 
modelling methods such as one with cluster analysis or neural net­
works, by which the obtained rules benefit from linguistic modelling. 
Moreover, FRN is a promising model to develop low-level computa­
tional neural networks into high-level meaningful neural networks. 

Keywords: fuzzy modelling, generalized fuzzy model, data struc­
ture recognition, unsymmetrical gaussian membership function, clus­
tering, fuzzy reasoning networks. 

1. Introduction 

In this section we first interpret some terminologies to appear in this paper, and 
then review some traditional fuzzy models, neural network models and fuzzy 
modelling methods while describing the goal of this paper. In this paper, the 
term 'structure' means the manner which exists in data and in which informa­
tion carried by data can be organized so that the knowledge of a part allows 
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us to guess easily the rest of the whole; the term 'model' means a set of rules 
(or a rule) which describes behavior of the whole of the system using a de­
scription language. Therefore, 'structure' is unknown, objective, and hides in 
data, whereas 'model' is known, subjective, and defined by humans. There are 
many interpretations for the term "fuzzy modelling", here, it is considered as 
an approach to build a system model using description language based on fuzzy 
logic with fuzzy predicates. "Structural fuzzy modelling" means that our fuzzy 
modelling method is concerned with the extraction of the data structures. 

For the identification of a fuzzy model, Sugeno and Yasugawa (1993) have 
studied and classified it in detail. We also divide it into "structure identification" 
and "parameter identification" here, but, "structure identification" implies only 
finding of the input-output relations since we do not discuss selection of input 
variables in this paper. Besides, it is unnecessary to "partition the input space" 
because we use data pairs in clustering. For the sake of convenience of discussion, 
later we shall consider only a multi-input and single-output system, and assume 
that input variables have been chosen well in advance. 

Fuzzy models and their applications have been discussed in Zadeh (1968; 
1971;1973), Mamdani (1974;1976;1977), Bandier and Kohout (1980A;B), Bald­
win (1979), Mizumoto (1981), Mizumoto and Zimmermann (1982), Tsukamoto 
(1979), Kiszka, Kochanska and Sliwinska (1985). More recent studies in this field 
have been presented in Ichihashi and Watanabe (1990), Sugeno (1988), Yasug­
awa and Sugeno (1991), Hathaway and Bezdek (1993), Yoshinari, Pedrycz, and 
Hirota (1993), Takagi and Hayashi (1988), Horikawa, Furahashi and Uchikawa 
(1992). According to the forms of the consequence part of fuzzy rule, we may 
clasRify them into three types: Fuzzy Set Model (FSM)- Zadeh (1968;1971;1973), 
Mamdani (1974;1976;1977), Bandier and Kohout (1980A;B), Baldwin (1979), 
Mizumoto (1981), Mizumoto and Zimmermann (1982), Tsukamoto (1979), 
Kiszka, Kochanska and Sliwinska (1985), that is, consequence part is a fuzzy 
set; Constant Fuzzy Model (CFM) Ichihashi and Watanabe (1990), that is, con­
sequence part is a constant; and Linearity Fuzzy Model (LFM) Sugeno (1988), 
that is, consequence part describes a linear relation of the output variable to the 
input variables. In fact, CFM is a simplified form of FSM; LFM also is called 
Takagi-Sugeno model. 

On the other hand, since the eighties the study of neural networks accele­
rated. New algorithms were proposed while some existing ones were improved. 
In terms of information representation, the existing neural network models may 
be roughly classified into two groups. One assumes that each neuron ( cell) 
or localized set of neurons is associated with some information as in Koho­
nen (1989) and Carpenter and Grossberg (1991). The other assumes that an 
information is associated with a pattern of all distributed neurons as in Hop­
field (1982;1984), Ackley and Hinton (1985). According to networks functions 
or characteristics, they also can be classified into four types - comp11,tational 
(Perceptron by Rosenblatt, 1957, and PDP models by Rumelthart/McClelland, 
1986), associative (e.g., Hopfield's auto-association, 1982), competitive ( as Car-
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penter/Grossberg, 1991, and Kohonen, 1989) and probabilistic (Boltzman's ma­
chine, Ackley and Hinton, 1985). Nevertheless, they present both theoretical 
and practical challenges: How is theoretically the knowledge learned by a neural 
network interpreted? How is further the problem-solving ability of a neural net­
work enhanced? One of causes of these problems may be due to that essential 
hypothesis relating to neural networks proposed by Hopfield (1982), in which 
neural networks are considered as such systems that have a large number of 
simple equivalent components (or neurons) in the analogy to physical phenom­
ena. Under this hypothesis, neurons have equivalency in each model, that is to 
say, each neuron has the same input-output function wherever it is. A large 
number of neurons and layers are therefore indispensable in solving complex 
problem. 

In this paper, similarly to Radial Basis Function (RBF) of neural networks, 
Lee and Kil (1991), we based our neural network model on Hubel and Wiesel's 
experiments (1962;1963) in which they demonstrated that there are many differ­
ent feature extracting cells in the animal visual cortex. But our model is different 
from RBF's model of Lee and Kil (1991), and has the following characteristics: 

l. Gaussian functions applied are unsymmetrical. 
2. Weights (synapses) can be constants, linear or non-linear relations. 
3. The hidden layer consists of the optimal number of neurons. 

For methods of fuzzy modelling, there are two approaches, according to 
whether they adopt clustering technologies as in Sugeno (1988), Yasugawa and 
Sugeno (1991), Hathaway and Bezdek (1993), Yoshinari, Pedrycz and Hirota 
(1993), or neural networks as in Takagi and Hayashi (1988) and Horikawa, Fu­
rahashi and Uchikawa (1992). In this paper we refer to the former as Cluster 
Analysis Methods (CAM's) and the latter as Neural Network Methods (NNM's). 
It is well-known that one of advantages of cluster analysis is capability of find­
ing out rapidly data structures. Note that the resulting formula of membership 
function obtained by those methods relates to input-output datum pair, and 
so for an input vector whose corresponding output is unknown, the grade of 
membership of this input vector for each cluster (rule) cannot been calculated, 
Hathaway and Bezdek (1993), Yoshinari, Pedrycz and Hirota (1993). There­
fore, traditional CAM's are complicated, and their accuracy is not high. As a 
simple strategy, Yoshinari, Pedrycz and Hirota (1993), have proposed a method 
by which we can calculate the grade of membership of every input vector, but 
its accuracy is yet lower. As compared with CAM's, NNM's have higher accu­
racy since they make use of the brute computational force of neural networks. 
However, it is unknown whether the obtained rules correctly describe data struc­
tures. Thus, as indicated by some results, the rules obtained therefrom fail for 
the test data and are not beneficial to linguistic modelling, Takagi and Hayashi 
(1988), and it is hard to determine the optimal number of rules and the optimal 
form of rules, Takagi and Hayashi (1988), Horikawa, Furahashi and Uchikawa 
(1992), too. 
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The purpose of this paper is to propose a fuzzy reasoning model which is 
of general form, and to present a general fuzzy modelling method based on 
fuzzy clustering technologies and neural networks. Our work started with Li 
and Mukaidono (1993B). We refer to our fuzzy reasoning model as General­
ized Fuzzy Model (GFM) and our fuzzy modelling method as Structural Fuzzy 
Modelling (SFM). SFM not only provides a method for building of GFM but 
also establishes a unifying framework for the different fuzzy modelling meth­
ods such as the one with cluster analysis or neural networks. Our objective is 
to build such· fuzzy model that conjointly has simplicity, accuracy and gener­
ality. Simplicity means that the number of rules is as small as possible and 
the obtained rules can be described by natural language, Yasugawa and Sugeno 
(1991). Simplicity and accuracy are in contradiction, and depend on the form of 
our model and modelling method; generality depends on the coincidence of the 
model used with existing data structures and training data set. The following 
section presents the GFM. In the third section we introduce a loss function for 
finding of input-output relations of systems, on the basis of GFM, and derive its 
solutions. In the fourth section we design a Fuzzy Reasoning Network (FRN) 
based on GFM. The fifth section summarizes the SFM algorithm. The sixth 
section contains two examples and compares the results of some methods to 
illustrate our model and method. 

2. A generalized fuzzy model 

Fuzzy reasoning model is one which consists of a set of rules in the IF-THEN 
form to describe input-output relations of a complex system. As mentioned 
in the preceding section, we classified fuzzy rules into FSM, CFM and LFM, 
and CFM can be considered as a special form of LFM. In this paper, we will 
propose a more generalized fuzzy model in which we have considered all kinds 
of structures in data, referred to as Generalized Fuzzy Model ( GFM) namely: 

(1) 

here, Ri (i = 1, 2, ... , c) is the i-th rule, x = (x1, x2, ... , xp) E RP is a p­
dimensional input vector, oi is the output of the rule Ri, mij is a fuzzy set of 
the input space. Wij ER for each i, j and dij ER for each i, j. When dij = 0 
for each i and j, the THEN part of each rule will become a constant, and thus 
GFM will reduce to traditional CFM which is valid only for ball data structures. 
When dij = l for each i and j, the THEN part of each rule will become a linear 
input-output relation, and thus GFM will reduce to LFM which is valid only 
for linear data structures. Therefore, GFM is a general form of fuzzy models 
( does not contain FSM), and can describe complex structures in data. Like 
some traditional methods, in these rules, the final output y~ corresponding to a 
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given input Xk is calculated by defuzzification: 

(2) 

where Uik = TI;=l mij(Xkj), 
It is well known that fuzzy reasoning model has many advantages in a variety 

of application fields, but it is hard to acquire a such model. In this paper fuzzy 
model building is called fuzzy model identification. Obviously, identification of 
GFM requires 

l. establishing a series of local (prototype, or linear, or non-linear) relations 
between input variables and output variable, which makes it necessary to 
search for the optimal number of rules. 

2. adjusting all parameters so that model accuracy attains the expected level. 

According to classification from the preceding section, requirement 1 is called 
structure identification of fuzzy model and yields simplicity and generality of the 
model, and requirement 2 is called parameter identification and determines accu­
racy of the model. This paper will use fuzzy clustering technology to implement 
1 since it has high structure recognition speed. To implement 2 we design a 
Fuzzy Reasoning Network FRN, which has high nonlinear ability and learning 
speed. Our method is simple and efficient, and is a general approach to fuzzy 
modelling. 

3. Data structure recognition 

Classically, clustering methods are tools to analyze data structures. Therefore, 
clustering meant finding of the optimal number of clusters and the membership 
assignments to clusters. For a multi-input and single-output system the result­
ing formula of membership function obtained by those methods relates to the 
input-output datum pair. When an input vector whose corresponding output is 
unknown is presented to system, the grade of membership that this input vec­
tor belongs to each cluster cannot be calculated. To consider these problems, 
"fuzzy clustering" for fuzzy rules extraction will have the following two tasks: 

l. selection of input variables (we do not discuss it here); 
2. finding of the local input-output relations, i.e., determination of the opti­

mal number of clusters; 

To this end, let us consider such a system in which we have acquired N data 
pairs {(xk,Yk), k = l to N}, then introduce a new loss function as follows: 

N c 

L = L Lu~ (Yk - oi) 2 • (3) 
k=l i=l 

here, oi represents the output-input relation of the i-th rule (cluster) as shown 
in (1), Yk is actual output of this system, the parameter m controls the extent 
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of membership sharing between fuzzy clusters (or rules) as in Bezdek (1981), 
uik denotes the grade of membership with which the k-th datum pair belongs 
to the i-th rule, and c is a fixed positive integer (1 < c « N) being the number 
of rules. 

Obviously, this clustering method, in which (3) is considered as a loss func­
tion, means the approach by which we attempt to search for the local output­
input relations of this system. Now, let us look how to find the values of the 
parameters shown in (3), subject to minimizing (3). This is an optimization 
problem, and there may be many approaches to it. As mentioned before, clus­
tering algorithms are the type of methods featuring high convergence speed. In 
other words, for each parameter of (3) we have to find its algebraic solution 
which minimizes (3). Under such a criterion, parameters {dij} take only con­
stant values so that we can calculate their algebraic solutions which minimize 
(3). . 

When { Wij} is fixed, we can use Lagrangian multipliers method, to find mem­
bership distribution which minimizes (3), subject to a normalization condition, 
Bezdek (1981). The result is as follows: 

1 
Vi,k (4) 

When { Uik} is fixed, { wij} satisfy the following (p + 1 )-dimensional simul­
taneous inhomogeneous linear equations: 

Ai Wi = Bi i = 1, 2, ... , c. (5) 

Where Ai denotes the coefficient matrix having 

as its the s-th row and the t-th column element, where s, t = 1 through (p+ 1), 
but xk(p+l) = 1 for each k, di(p+l) = 0 for each i. Bi denotes (p+l)-dimensional 
column vector having 

as its the s-th component, s = l through (p + 1), but xk(p+l) = 1 for each k 
and di(p+l) = 0 for each i. Wi denotes the following vector 

where T indicates the vector transpose. It is not difficult to solve this weighted 
least squares problem as (5), and any existing software can be used. 
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Since Lin (3) monotonously decreases with c, we must introduce a "cluster­
ing criterion" such that the number of rules is limited, c ~ N. This problem is 
called the cluster validity problem and was investigated widely, Bezdek (1981), 
Dunn (1974), Fukuyama and Sugeno (1989), Li and Mukaidono (1995). In this 
paper, we adopted "partition entropy" index, Bezdek (1981), as follows: 

minimize { H(c) = - i; t Uik log(uik)} (6) 

So, the optimal clustering means minimizing {H(c)} over the whole c space. 
To avoid an exhaustive search, we use "the principle of the minimum volume 
of memory", Li and Mukaidono (1993A), that is, beginning with c = 2, if 
H(c) > H(c - 1), the search will stop. 

In the following we summarize the DSR (Data Structure Recognition) algo­
rithm. 

DSR Algorithm: 
N input-output data pairs { (xk, Yk), k = 1 to N}, where x = (x1 , x2 , ... , xp) 

are given. 

1. Fix { dik}, if whatever information can not been used, then dik = 1 for 
each i, k. Fix m, E > 0, C and T. 

2. Take c = 2, 3, ... , C. Initialize Uik E [O, 1] at random for each i, k. Take 
t = 0, 1, 2, ... , T. 

3. Compute {wi1(t)} using (5) and {uii,(t)}. 
4. Update {uik(t)} using (4) and {wi1(t)}. 
5. IF max lluik(t) - uik(t-1)11 > E next t; ELSE calculate H(c) using (6). 
6. IF H(c) > H(c -1) stop; ELSE next c. 

4. A fuzzy reasoning network 

As stated in previous section, although the DSR can rapidly recognize structures 
in data, it is impossible to acquire a fuzzy model only using it. On the other 
hand, some traditional multi-layer neural network models ( e.g., error backprop­
agation method, Rumelhart and McCleland, 1986) have higher learning ability, 
but there are two common problems in them: 1) learning process is time con­
suming, troublesome and not realistic in many applications; 2) it is difficult to 
interpret results obtained. The crux of these problems lies in "neural network 
models". The existing models are too simple to describe human brain as taking 
care of all higher-order information processing. For this reason, we design a 
neural network which can implement fuzzy reasoning, and refer to it as Fuzzy 
Reasoning Network (FRN). 

As shown in Fig. 1, FRN is a three-layer neural network. An input layer 
is made up of p neurons, where p denotes the dimensionality of input vector. 
Different from traditional models, here, in the hidden layer the number of neu­
rons is fixed and equal to that of fuzzy rules. Each neuron corresponds in it to 
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y 

(a) 

(b) 

Figure 1. (a) Fuzzy reasoning networks. (b) Structure of hidden neuron i. 
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a feature extracting cell as in Hubel and Wiesel (1962;1962;1968), and all neu­
rons have same output-input relation, i.e., unsymmetrical Gaussian membership 
function as follows: 

if Xj::; Vij, 

if Xj?: Vij, 

Here vi.i represents the weight applied between the input layer neuron j and 
hidden layer neuron i, and corresponds to the synapse between sensory layer 
neuron j and feature extracting neuron i; O'i represents memory extent of neuron 
i, and corresponds to radius of receptive fields of neuron i. O']l and O']r represent, 
respectively the left and right memory extent of hidden neuron i corresponding 
to input j, and are called the left and right standard deviation respectively. The 
other side, the output layer means a higher processing level, and is a conclusion 
of all results from the preceding layer. Therefore, the task of output layer may 
be referred to as a summarization process. Like (2), the output-input relation 
of output layer D(.) is defined as 

I ({ L~=l UikOi 
Yk = D uik}, { oi}) = L~=l V,ik ' 

where oi represents the weight applied between the hidden layer neuron i and 
the output neuron, and is a nonlinear function. 

5. Structural fuzzy modelling 

In this section, we will summarize a fuzzy rules learning algorithm which is 
called Structural Fuzzy Modelling (SMF). This learning algorithm is composed 
of two steps: STEP 1 is concerned with structure identification, and STEP 2 is 
concerned with parameter identification. First, we introduce the following error 
function 

N 

E= ½ 2)Yk -yU2 (7) 
k=l 

where Yk is actual output of the k-th datum, y~ is reasoning output of model 
(1). Then, according to the chain rule of differential calculus, we can obtain the 
following parameter update rules which minimize (7). 

Parameter Update Rules: 
For given N input-output data pairs {(xk,Yk), k 1 to N}, where x = 

(x1,x2,••·,xp): 



234 

1. 6.dij = rygwijxi; log(xkj), 
2 A dij 

. Ll.Wij = rygxkj . 
3. if Xkj :s; Vij, 

6.Vij 

6.a]l 
4. if Xkj ;::: Vij, 

( ')( i 2 6.Vij ryg Oi -yk Xkj - Vij)/(ajr) ' 
i I i 2 

6.ajr ryg(oi -yk)(xkj - Vij)/(ajr) ; 
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Where g = (Yk - yUuik/ ~~=l Uik and T/ is the learning rate. 
So, SFM can be summarized as a simple algorithm as follows. 
SFM Algorithm: 

STEP 1: identifies the structures of GFM, that is, to find the optimal number 
of rules using DSR algorithm. 

STEP 2: identifies the parameters of GFM. 

1. Initialization: use the results of STEP 1, but 

Vij = (t UikXkj) /N i = 1,2, ... ,c; j = 1,2, ... ,p, 
k=l 

j = 1, 2, ... ,p. 

2. Fixed T/ and 6.. 

3. Update parameters according to Parameter Update Rules. 

4. Calculate E using (7), if E > 6. then return to 3), else stop. 

6. Experimental results 

In order to demonstrate the validity of our method, we simulated two exam­
ples. In Example 6.1, we used the well-known Box-Jenkins data (1970) as the 
experimental data set to compare our method with traditional CAM's, while 
in Example 6.2, we used Sugeno data (1988) (or, Horikawa, Furahashi and 
Uchikawa 1992) as an experimental data set to compare our method with tra­
ditional NNM's. 

EXAMPLE 6.1 Box-Jenkins data 

Box-Jenkins data have been used in many papers (Tong 1977, Pedrycz 1984, 
Xu, Lu 1987, Yasugawa and Sugeno 1991, and Yoshinari, Pedrycz and Hirota 
1993) to illustrate various system identification methods. This data is a set 
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Method Ems No. of rules 
Tong (1977) 0.469 19 
Pedrycz (1984) 0.320 81 
Xu (1987) 0.328 25 
Yasugawa (1991) 0.355 6 
SFM(CFM) 0.178 6 
SFM(GFM) 0.389 2 
SFM(LFM) 0.550 2 

Table 1. Results of gas furnace models 

of N = 296, the number of input variables p = 2 which represent gas flow 
four sampling intervals ago, and C02 concentration one sampling interval ago, 
respectively. The number of output variables is one which represents current 
C02 concentration. So, output-input relation of this system is assumed to be 

y(t) = f(u(t - 4), y(t -1)). 

For a comparison between SFM and traditional CAM's, we first selected constant 
fuzzy model. With m = 2.0, E = 0.001 and 'T) = 0.001, we found the same result 
as Yasugawa and Sugeno (1991) and Yoshinari, Pedrycz and Hirota (1993): the 
optimal number of fuzzy rules c* = 6 based on clustering criterion "new index" 
in Fukuyama and Sugeno (1989), but accuracy of our results is higher (Table 
1). Further, we selected our fuzzy model GFM, first used DSR algorithm with 
m = 2.0, E = 0.001, and found the optimal number of rules c* = 2 based on 
clustering criterion (6), and then applied SFM algorithm with 'T) = 0.00001. The 
resulting gas furnace model consists of two rules as shown in Appendix A. Note 
that we fixed dij = 1.0 for each i and j when applying DSR algorithm. Table 1 
contains the number of rules and errors obtained by some methods. Here, Ems 
represents the mean square error for N teaching patterns: 

From results we see that our method, SFM, enhances accuracy while maintaining 
the same advantage of linguistic modelling as Sugeno's method in Sugeno and 
Yasugawa (1993) and Yasugawa and Sugeno (1991). Further, wefound that this 
system can be approximately described by two linear fuzzy rules as shown in 
Appendix B. 

Our method and Sugeno's method both utilize clustering technologies and 
benefit from linguistic modelling, but the two methods differ in many respects 
as we have just discussed above. To further highlight differences of the two 
methods, we summarize those in Table 2. 
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Aspect SFM Sugeno's method 
Fuzzy model free fixed 

Clustering data pairs output data 
Partition of input space no need need 

Number of rules the same as that of more than or the same as 
clusters that of clusters 

Identification simple relatively complex 
Accuracy high relatively low 

Table 2. Differences between SFM and Sugeno's method 

EXAMPLE 6.2 Sv.geno data 

As an example of nonlinear systems identification, Sugeno studied a three­
input and single-output system (see Sugeno 1988, or Horikawa, Furahashi and 
Uchikawa 1992), which is expressed as 

(8) 

Since then, some studies also adopted it as in Takagi and Hayashi (1988), 
Horikawa, Furahashi and Uchikawa (1992). Sugeno's data consist of N = 40 
data pairs obtained by (8), the first 20 data are considered as training data and 
the later 20 data as test data, Note that the dummy input variable X4 is not 
considered here because we do not deal with selection of input variables in this 
paper. We applied SFM algorithm with m = 2.0, E = 0.001 and T/ = 0.001, 
and acquired two fuzzy rules shown in Fig. 2. The results of some methods are 
listed in Table 3. From those, it has been shown that the obtained model by 
SFM conjointly has simplicity (i.e., the number of rules is small and rules can 
be described by natural language), accuracy (E1 is smaller) and generality (E2 
is smaller than ANNDFR). 

Further, we compared SFM with the traditional NNM's, and listed the dif­
ferences of the two methods in Table 4. 

7. Conclusions and discussions 

We have proposed a Generalized Fuzzy Model (GFM) and exploited an ap­
proach to fuzzy model building based on GFM. Unlike the traditional fuzzy 
models presented in Ichihashi and Watanabe (1990) and Sugeno (1988), the 
proposed fuzzy model is a general form of CFM and LFM, and can describe 
more complex data structures. The exploited modelling method, SFM is sim­
pler and more effective than the traditional CAM's and NNM's. Its merits lie 
not only in benefitting from linguistic modelling as Sugeno's method, but also 
in high accuracy as NNM's. From Example 6.1 we can see that SFM can build 
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....,... o, = -10.45xi1•05 +5.02x21·28 +5.59xs1.69 +14.73 . 

....,... 02 = -8.62xi263 +8.18xi5·89 -5.25xl08 +25.04. 

Figure 2. Fuzzy model of (8) based on GFM 

Method Ems No. of rules No. of cycles 
E1 E2 

Sugeno's method (1988) I 1.5 2.1 3 
Sugeno's method (1988) II 1.1 3.6 4 
ANNDFR Takagi and 0.47 4.79 2 10,000~20,000 
Hayashi (1988) 
FNN 0.84 1.22 8 
Horikawa, Furahashi, and 
Uchikawa (1992) I 
FNN 0.73 1.28 4 
Horikawa, Furahashi, and 
Uchikawa (1992) II 
FNN 0.63 1.25 8 
Horikawa, Furahashi, and 
Uchikawa (1992) III 
SFM 0.25 2.45 2 500~1,000 

Table 3. Results of models (8). E 1 indicates the error corresponding to training 
data; E 2 indicates the error corresponding to test data. 
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Aspect SFM NNM's 
Fuzzy model free fixed 
Neuron has a meaning yes no 
The results obtained benefit yes no, Takagi and Hayashi 
from linguistic modelling (1988); yes, Horikawa, 

Furahashi and Uchikawa 
(1992) 

Training speed fast slow 
Structure of neural networks fixed and nonfixed 

optimal 

Table 4. Differences between SFM and the traditional NNM's. Note that this 
comparison is relative, e.g., the training speed of SFM is usually orders of mag­
nitude higher than of the BP (Back Propagation) method 

model better than Sugeno's method, in addition to high accuracy of its results. 
In the experimental investigation of Example 6.2, our neural networks model, 
FRN, always produces results as good as NNMs at a high training speed ( usually 
orders of magnitude faster than error Back Propagation (BP) method). There­
fore, fuzzy model obtained by SFM is one that conjointly features simplicity, 
accuracy and generality. 

As shown in Example 6.1, the major characteristic of GFM is that free 
parameters {di!J occur in it. If each of {dik} closes to zero (or, one) after 
learning, we estimate that this system can be described by CFM (or, LFM). 
Otherwise GFM is fit for this system. Therefore GFM does not lose those 
merits which occurred in CFM and LFM. 

The proposed model has high representation ability for complex systems. 
One weakness of this model is that its consequence parts become more difficult 
to interpret than CFM or LFM. This is just the simplicity-accuracy dilemma as 
mentioned above. And the other is that we must use prior knowledge (in this 
paper, we assume dik = l for each i and j if whatever information cannot been 
used) in STEP 1. How prior knowledge is acquired is the subject of one of our 
future works. 

Although the proposed method seems to be like the spline-function method 
when we see only the consequence parts of GFM, it is internsting that mem­
bership functions (weights) of the premise parts of GFM can be represented by 
linguistic form. Furthermore, spline-function method using polynomials may be 
difficult to apply in multi-dimensional input case. 

For the Gaussian function considered as membership function in fuzzy rea­
soning model, H. Ichihashi (1992) and K. Tanaka (1994), also applied it. In their 
method, non-linear representation ability of the membership function cannot be 
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high because Gaussian functions applied are symmetrical. Our future work will 
be devoted to the question how to use statistical approach to improve accuracy 
of the proposed method. 
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Appendix A. Fuzzy model of gas furnace based on GFM 

R1 : IF v,(t - 4) is m 11 and y(t - 1) is m 12 

THEN o 1 = 0.018u(t - 4)1-000 + l.519y(t - 1) 0 898 + 0.322 

R 2 : IF v,(t - 4) is m21 and y(t - 1) is m22 

THEN 02 = -0.060v,(t - 4)1- 000 + 1.406y(t - 1)°'898 - 0.415 

where: 

mu(x,) ~ { 

m,, (x,) ~ { 

m,,(.x1) ~ { 

[

-( u(t-4)+0.910) 2 

exp 2· l.4642 

-( u(t-4)+0.910) 2 

exp 2-1.7262 

[
-( u(t-4)-1.104) 2 l exp 2-1.6742 

-(u(t-4)-1.104) 2 

exp 2-1.6012 

[

-(y(t-1)'-9.670)2 l 
exp 2·44.1622 

-(y(t-1)-9.670) 2 

exp 2·44.169 2 

{ [

-(y(t-1)-42.906) 2 l 
exp 2-10.9882 

m22(xj) = -(y(t-1)-42.906) 2 

exp 2-10.923 2 

if u(t - 4) ~ -0.910, 

if v,(t - 4) 2 -0.910. 

if v,(t - 4) ~ 1.104, 

if u(t - 4) 2 1.104. 

if y(t - 1) ~ 9.670, 

if y(t - 1) 2 9.670. 

if y(t - 1) ~ 42.906, 

if y(t-1) 2 42.906. 
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Appendix B. Fuzzy model of gas furnace based on LFM 

R1: IF u(t.- 4) is m11 and y(t-1) is m12 

THEN o1 = 0.213u(t - 4) + l.0lly(t - 1) + 0.222 

R2 : IF u(t - 4) is m21 and y(t - 1) is m22 

THEN o2 = 0.205u(t - 4) + 0.993y(t - 1) - 0.485 

where: 

mu(x,) ~ { 

m,h,l 0 • { 

mu(x,)~ { 

t
-( u(t-4)+1.161) 2 l exp 2-1.4622 

-( u(t-4)+1.161) 2 

exp 2.1,4272 

t
-( u(t-4)-1.179) 2 l exp 2-1.533 2 

-(u(t-4)-1.179) 2 

exp 2-1.6022 

exp 2-44.163 2 

-(y(t-1)-9.664) 2 

exp 2-44.161 2 

. ·(,(HI''")' l 

{ f
-(y(t-1)-42.958) 2 l 

exp 2-10.988 2 

m22(x1) = -(y(t-1)-42.958)2 _ 

exp 2-11.011 2 

if u(t - 4) :S -1.161, 

if v,(t - 4) 2 -1.161. 

if u(t - 4) :S 1.179, 

if u(t - 4) 2 1.179. 

if y(t - 1) :S 9.664, 

if y(t - 1) 2 9,664. 

if y(t - 1) :S 42.958, 

if y(t - 1) 2 42.958. 




