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1. Introduction

Structural shape and topology optimization of structures has successful appli-

cations in industrial and engineering designs. The classical methods, based
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on sensiti-vity analysis for shape and topology optimization, can be found in,

e.g., Bendsoe and Sigmund (2003), Novotny and Sokolowski (2013), Novotny,

Sokolowski and Zochowski (2019), or in the seminal work of Sokolowski and

Zolésio (1992). In structural designs, e.g., compliance and compliant mech-

anism, the structure’s geometry and material are required to be distributed

in such a way that the structure remains as rigid/compliant as possible when

stressed due to loads to improve its performance and stability. The design of a

compliant mechanism, Howell (2001), often involves the optimization of struc-

tural shapes to achieve the required flexibility and adaptability, while maintain-

ing sufficient strength and stability.

Most of the structural topology optimization models are based on the as-

sumption of linear elasticity with small gradients of displacements (cf. Bendsoe

and Sigmund, 2003). This assumption holds for a wide range of problems.

However, the linearity assumption does not hold, due to the impact of nonlin-

ear effects, in structural systems under the action of complex loads, see Buhl,

Pedersen and Sigmund (2000), Ganghoffer, Plotnikov and Sokolowski (2018),

Kwak and Cho (2005), Kim (2015). The stress-strain relationship may undergo

nonlinear changes, such as bending, buckling, and other phenomena, which not

only affect the performance and stability of the structure, but also pose new

challenges to the analysis and design.

In this paper, we consider structural topology optimization of linear and

non-linear elastic systems with minimal compliance and compliant mechanisms.

Most traditional topology optimization methods are based on finite element

analysis with continuous piecewise Lagrange polynomials. Discontinuous Galer-

kin finite element method (DGFEM) (Ern and Guermond, 2006; Hansbo and

Larson, 2022; Rivière et al., 2003; Tan and Zhu, 2023) is an efficient technique for

numerically solving partial differential equations. Different from the traditional

finite element method, the DGFEM can use different discontinuous polynomials

to approximate the solution in each mesh element of the domain. This implies

that the approximate solution will typically be discontinuous between adjacent

elements. DGFEM (Arnold et al., 2002) usually refers to the weak forms of

integration to establish discrete equations, and introduces numerical fluxes to

deal with solution discontinuities between mesh elements. These characteris-

tics make the DGFEM advantageous in dealing with problems in the fields of

fluid dynamics, elasticity, electromagnetics, etc. In addition, the DGFEM’s ad-

vantages of high-order accuracy, adaptability, and parallelism allow it to be an

important choice for solving complex partial differential equations. Therefore,

we adopted the DGFEM for topology optimization. In Evgrafov (2018), discon-
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tinuous Petrov–Galerkin methods were used in solving linear elastic systems for

topology optimization with the SIMP method. In Adams, Giani and Coombs

(2016), a level set method was proposed for topology optimization of structural

compliance with discontinuous Galerkin symmetric interior penalty finite ele-

ment method, Arnold et al. (2002), for spatial discretizations of linear elasticity

system and level set function.

In this paper, we develop a DGFEM for structural topology optimization

with a level set method. In both stages of state analysis and design, we use the

DGFEM for discretizations of linear/nonlinear elasticity and transport equa-

tion of the level set function. The level set method, originally used for interface

tracking, Osher and Sethian (1988), has been developed as a popular bound-

ary variational topology optimization technique (see, e.g., Allaire et al., 2005;

Allaire, Jouve and Toader, 2004; Fulmanski et al., 2008; Qian and Zhu, 2022;

Tan and Zhu, 2014; Zheng, Zhu and Soleymani, 2024; or Zhu, Hu and Wu,

2018). Our methodology not only has the level set method’s advantages, such

as shape and topological change mechanism on fixed design regions, but also

has DGFEM’s high-order accuracy, adaptability, parallelism, etc.

The rest of the paper is organized as follows. In Section 2, the model formula-

tions of structural topology optimization are introduced for linear and nonlinear

elasticity. Compliance minimization and compliant mechanisms are considered.

In Section 3, shape sensitivity analysis is presented. In Section 4, DGFEM for

discretizations of both linear and nonlinear elasticity are introduced. In Section

5, we introduce the topology optimization algorithm of level set type using the

DGFEM. In Section 6, numerical results are presented. Brief conclusions follow.

2. Structural topology optimization

In this section, we introduce the problem of structural topology optimization

with linear elasticity and nonlinear elasticity.

2.1. Linear elasticity

Let Ω ⊂ R
d (d = 2, 3) be an open bounded domain with isotropic elastic mate-

rial and Lipschitz continuous boundary ∂Ω, which consists of non-intersecting

boundaries ΓD, ΓN, and Γ. Let external loads f : Ω → R
d and g : ΓN → R

d be a

body force intensity and a surface traction, respectively. They are independent
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of deformation. Consider linear elasticity system with displacement u : Ω → R
d:























−divσ = f in Ω,

u = 0 on ΓD,

σn = g on ΓN,

σn = 0 on Γ,

(1)

where n is an outward unit normal vector, the stress tensor σ = σ(u) satisfies

Hooke’s law

σ = λTr (ε)I + 2µε,

with µ and λ being the Lamé parameters, Tr being the trace operator, I being

the identity matrix, and the strain tensor

ε =
1

2
(Du+DuT ). (2)

We consider the minimization of the compliance

J(Ω) =

∫

Ω

f · udx+

∫

ΓN

g · uds (3)

subject to a volume constraint. This constraint is simply aggregated to the

objective, so that the problem is described as

min
Ω

{J(Ω) + ℓVol(Ω)},

where ℓ > 0 is a fixed Lagrange multiplier and Vol(Ω) denotes the Lebesgue

measure of Ω.

The next model to consider is the compliant mechanism, which is intrigu-

ing, due to its significant practical implications. The setting is that of an in-

verter mechanism (Howell, 2001; Novotny, Sokolowski and Zochowski, 2019)

introduced to simulate the reciprocal interaction between a workpiece and the

mechanism. The displacement inverter converts an input displacement on the

left edge to a displacement in the opposite direction on the right edge. The

setting is that of a force inverter, as depicted in Fig. 1. The considered shapes

are contained inside a 1×1 two-dimensional box D; they are fixed at their upper

and lower left corners, while a horizontal load is applied at the center of their

left-hand side. Our aim is that the horizontal displacement of the structure at

the center of their right-hand side be as negative as possible. Denote by Γout
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Figure 1: Design domain of inverter

and Γin the output and input boundaries, respectively. An artificial spring with

stiffness ks > 0 is attached at the output Γout to simulate the resistance of a

workpiece.

Let Ω ⊂ D ⊂ R
d (d = 2, 3), where D is a fixed domain, whose boundary

∂D is partitioned into four subsets ΓD,Γin,Γout and Γ. Homogeneous Dirichlet

and Neumann boundary conditions are imposed on ΓD and Γ, respectively. On

Γin, a non-homogeneous Neumann condition is imposed with a surface load

g ∈ H−1/2 (Γin)
d
. The free interface between the weak and strong phase is ∂Ω.

A spring with stiffness ks is connected to the boundary Γout, which corresponds

to a Robin boundary condition used for the mechanism. Define a space

V :=
{

v ∈H1(Ω) : v = 0 on ΓD

}

,

whereH1(Ω) := H1(Ω)d withH1(Ω) = {v ∈ L2(Ω) | ∂iv ∈ L2(Ω), i = 1, · · · , d}.

Let a displacement field u ∈ V be the solution of the linear elasticity system


































−divσ = 0 in Ω,

u = 0 on ΓD,

σn = g on Γin,

σn = 0 on Γ,

σn = −ksu on Γout,

(4)

In order to maximize output displacement and limit input displacement, we

minimize the cost functional (d = 2)

J(Ω) :=

∫

Γin

ηin u1ds+

∫

Γout

ηout u1ds (5)
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with u = (u1, u2) and constants ηin , ηout > 0. Note that u1 > 0 on Γin and

u1 < 0 on Γout. The variational formulation of (4) consists in finding u ∈ V

such that
∫

Ω

σ(u) : ε(v)dx+

∫

Γout

ksu · vds =

∫

Γin

g · vds ∀v ∈ V. (6)

2.2. Nonlinear elasticity

Consider nonlinear elasticity with hyperelastic material and define strain energy

W (E) =
1

2
E : A : E, (7)

where the Lagrangian strain

E =
1

2
(FTF − I) =

1

2

(

DuT +Du+DuTDu
)

, (8)

with F being the deformation gradient, written as

F = I +Du, (9)

A is the fourth-order constitutive tensor for isotropic materials:

A = λI ⊗ I + 2µ1, (10)

with 1 being defined as 1ijkl = (δikδjl + δilδjk)/2. The second Piola–Kirchhoff

stress tensor T

T ≡
∂W (E)

∂E
= A : E = λTr(E)I + 2µE. (11)

Consider the following nonlinear elasticity problem for u ∈ V:























−divT (u) = f in Ω,

u = 0 on ΓD,

T (u)n = g on ΓN,

T (u)n = 0 on Γ,

(12)

where n is an outward unit normal on the boundary. The potential energy of

the nonlinear elastic system is the difference between the stored strain energy

and the work done by external forces:

Π(u) =

∫

Ω

W (E) dx−

∫

Ω

f · udx−

∫

ΓN

g · uds. (13)
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The principle of minimum potential energy holds in the sense that the displace-

ment field in the equilibrium minimizes (13).

For finding the displacement at the minimum potential energy, a perturba-

tion method is used. Let us assume that the displacement field u is perturbed

in a direction ψ ∈ V . The perturbed displacement is ut = u+ tψ, where t > 0

is the parameter that controls the perturbation size. Then, the first variation

of the potential energy at the equilibrium state for any direction ψ implies that

0 =
d

dt
Π(u+ tψ)

∣

∣

∣

∣

t=0

=

∫

Ω

∂W (E)

∂E
:
dE(u+ tψ)

dt

∣

∣

∣

∣

t=0

dx−

∫

Ω

f ·ψdx−

∫

ΓN

g ·ψds,

=

∫

Ω

T (u) : Ê(u,ψ)dx−

∫

Ω

f ·ψdx−

∫

ΓN

g ·ψds, (14)

where T (u) = A : E(u) and

Ê(u,ψ) :=
dE(u+ tψ)

dt

∣

∣

∣

∣

t=0

= S(FDψ) (15)

with S being a matrix’s symmetrical part, i.e., S(M) = (M +MT )/2 for every

matrix M . Thus, (14) has a variational form:

a(u,ψ) = l(ψ) ∀ ψ ∈ V , (16)

where

a(u,ψ) =

∫

Ω

A : E(u) : Ê(u,ψ) dx,

and

l(ψ) =

∫

Ω

f ·ψ dx+

∫

ΓN

g ·ψ ds.

Consider the minimization problem

min
Ω

{J(Ω) = −Π(u) + ℓVol(Ω)},

where Π(u) is defined in (13) and ℓ is a fixed Lagrange multiplier.
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Consider the following nonlinear elasticity problem in the compliant mecha-

nism model:


































−divT (u) = f in Ω,

u = 0 on ΓD,

T (u)n = g on Γin,

T (u)n = 0 on Γ,

T (u)n = −ksu on Γout,

(17)

We also consider minimizing the cost functional (5). For the state, consider

finding of u ∈ V such that

∫

Ω

A : E(u) : Ê(u,ψ) dx+

∫

Γout

ksu·ψ ds =

∫

Ω

f ·ψ dx+

∫

Γin

g·ψ ds ∀ψ ∈ V.

(18)

3. Shape sensitivity analysis

Shape sensitivity analysis based on shape calculus is a valuable tool for designing

numerical methods for shape optimization. We use the perturbation of identity

method, which is equivalent to the velocity method and the method of mapping

in the sense of first-order Taylor expansion. For t ∈ [0, ε1) (ε1 > 0), define a

family of smooth mappings {Ft}t∈[0,ε1)
with Ft : D̄ → D̄. The boundary ΓD is

fixed, i.e., Ft (ΓD) = ΓD. Then, we denote Ωt := Ft(Ω) = {Ft(x) : x ∈ Ω} with

Ω0 = Ω and the boundary ∂Ωt := Ft(∂Ω) = {Ft(x) : x ∈ ∂Ω} with ∂Ω0 = ∂Ω.

The mappings {Ft}t∈[0,ε1)
describe the motion of each point in D, i.e., at t ∈

[0, ǫ1], the point x ∈ D has a new position xt := Ft(x) ∈ D with x0 = x. More

specifically,

Ft = Id + tθ,

where Id represents the identity mapping and θ = θ(x) denotes a sufficiently

smooth vector field in

Θad =
{

θ ∈W 1,∞
(

D;Rd
)

|θ = 0 on ΓD

}

.

Here, W 1,∞
(

D;Rd
)

is the space of vector field functions, for which each of

its components belongs to W 1,∞(D), a Banach space of functions uniformly

bounded up to the first-order weak derivative. Define an admissible set of con-

sidered shapes:

Uad := {Ω ⊂ D is bounded and Lipschitz}.
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Definition 3.1 For a real-valued shape functional J : Ω 7→ R, a shape func-

tional J is called shape differentiable at Ω, if

dJ(Ω;θ) := lim
tց0

J (Ωt)− J(Ω)

t
(19)

exists for all directions θ and the mapping θ 7→ dJ(Ω;θ) is linear and contin-

uous. The expression dJ(Ω;θ) is called an Eulerian derivative of J at Ω in

direction θ.

Lemma 3.1 (Allaire, Dapogny and Jouve, 2021, Section 4) Let Ω be a

smooth bounded open set. Then for

J(Ω) =

∫

Ω

fdx (20)

with f = f(x) ∈W 1,1
(

R
d
)

, J is differentiable at Ω and for any θ ∈W 1,∞
(

D;Rd
)

dJ(Ω;θ) =

∫

Ω

(ḟ + f div θ)dx, (21)

in which ḟ = ∇f · θ. If, in addition, Ω is of class C1, it holds that

dJ(Ω;θ) =

∫

∂Ω

fθnds, (22)

where θn = θ · n.

For the compliance problem of linear elasticity, we obtain from Laurain (2018,

Section 3) the following distributed Eulerian derivative and thus omit proof for

simplicity.

Theorem 3.1 (Compliance in linear elasticity) Let Ω be an open boun-

ded domain. Then J(Ω) is shape differentiable and the distributed type of Eule-

rian derivative of (5) reads:

dJ(Ω;θ) =

∫

Ω

(

2DuTAε(u) : Dθ −Aε(u) : ε(u) div θ
)

dx. (23)

For shape sensitivity analysis of nonlinear elasticity, consider an objective

J(u) =

∫

Ω

j(u) dx+

∫

ΓN

l(u) ds, (24)

where j(·) : Rd → R and l(·) : Rd → R are C1. We denote

δT =
∂T

∂E
: δE = A : δE, (25)
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where δT is the stress variation and δE is the strain variation. We note that

the increment of deformation gradient is δF = Dδu. Then, the increment of

the Lagrangian strain and its variation can be obtained, respectively, as

δE(u, δu) = S(F ·Dδu), δÊ(δu,ψ) = S(Dδu ·Dψ). (26)

Introduce a Lagrangian with v, q ∈ V

L(Ω,v, q) =
∫

Ω

j(v)dx+

∫

ΓN

l(v)ds+

∫

Ω

A : E(v) : Ê(v, q)dx−

∫

Ω

f · qdx−

∫

ΓN

g · qds.

(27)

The first-order optimality condition implies for L at (u,p) in the direction

ψ ∈ V that

0 =

≠
∂

∂v
L(Ω,u,p),ψ

∑

=

∫

Ω

j′(u) ·ψdx+

∫

ΓN

l′(u) ·ψds+

∫

Ω

(

δT (u)ψ : Ê(u,p) + T (u)

: δÊ(u,p)ψ
)

dx

=

∫

Ω

j′(u) ·ψdx+

∫

ΓN

l′(u) ·ψds+

∫

Ω

(

A : δẼ(u,ψ) : Ê(u,p) + T (u)

: δĒ(u,p,ψ)
)

dx, (28)

where we denote δẼ(u,ψ) := δE(u)ψ and δĒ(u,p,ψ) := δÊ(u,p)ψ. There-

fore, the weak form of the adjoint reads as
∫

Ω

(

A : δẼ(u,ψ) : Ê(u,p) + T (u) : δĒ(u,p,ψ)
)

dx

= −

∫

Ω

j′(u) ·ψdx−

∫

ΓN

l′(u) ·ψds, ∀ ψ ∈ V (29)

where T = A : E. Define

Vt :=
{

v ∈H1(Ωt) : v = 0 on ΓD

}

.

Theorem 3.2 (Compliance in nonlinear elasticity) Let Ω be an open

bounded domain. Let u and p be weak solutions to (16) and (3) in nonlinear

elasticity, respectively. Then, the distributed Eulerian derivative of (24) reads:

dJ(Ω;θ) =

∫

Ω

(

A∂tE(0,u) : E (0,u,p) +AE(0,u) : ∂tE (0,u,p)



Structural topology optimization in linear and nonliear elasticity 293

+AE(0,u) : E (0,u,p) div θ + div(j(u)θ)− div(f · pθ)
)

dx, (30)

where

∂tE(0,u) = −S(DuDθ)− S(DθTDuTDu), (31)

∂tE (0,u,p) = −S(DpDθ)− S(DθTDuTDp)− S(DuTDpDθ), (32)

E (0,u) = S(Du) +
1

2
DuTDu, (33)

E (0,u,v) = S
(

Dv +DvTDu
)

. (34)

If, moreover, Ω is sufficiently smooth, J(Ω) is shape differentiable and its bound-

ary type of Eulerian derivative reads:

dJ(Ω;θ) =

∫

Γ

(j(u) +A : E(u) : Ê(u,p)− f · p+ ℓ)θn ds, (35)

where θn = θ · n.

Proof We minimize the cost functional (24). The variational formulation of

(12) is to find u ∈ V such that

∫

Ω

A : E(u) : Ê(u,v) dx =

∫

Ω

f · v dx+

∫

ΓN

g · v ds ∀v ∈ V. (36)

Denote by ut the solution of (12) with Ω replaced by Ωt. Let u
t = ut ◦ Tt and

use the chain rule to have

Dut = D(ut ◦ Tt) = (Dut) ◦ TtDTt. (37)

Consequently,

E
(

t,ut
)

: = E (ut) ◦ Tt =
1

2

(

Dut +Dut
T +Dut

TDut

)

◦ Tt

= S
(

DutDT−1
t

)

+
î
(DTt)

−T (

Dut
)T
ó î

Dut (DTt)
−1
ó
/2.

(38)

and

E (t,ut,vt) : = Ê(ut,vt) ◦ Tt =
1

2

(

Dvt +Dvt
T +Dvt

TDut +Dut
TDvt

)

◦ Tt

= S
(

DvtDT−1
t ) + S

(

[(DTt)
−T (Dut)T ][Dvt(DTt)

−1]
)

.

(39)
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The variational formulation for the state on Ωt is to find ut ∈ Vt such that
∫

Ωt

AΩt
: E(ut) : Ê(ut,vt) dxt =

∫

Ωt

f ·vt dxt+

∫

ΓN

g ·vt dst ∀vt ∈ Vt. (40)

Denote by ξ(t) := detDTt the determinant of the Jacobian of transformation.

Note that neither the Jacobian nor Tt need to appear in the integrals on ΓN

and Γ, since we have assumed Tt = Id on ΓD ∪ ΓN ∪ Γ. In view of (39), taking

vt = v ◦ T−1
t for any v ∈ V in (40), we can have

∫

Ω

AΩ : E
(

t,ut
)

: E (t,ut,v)ξ(t)dx =

=

∫

Ω

(f ◦ Tt) · vξ(t)dx+

∫

ΓN

(g ◦ Tt) · vξ(t)|DT
−T
t n|ds ∀v ∈ V. (41)

For the shape functional,

J (Ωt) =

∫

Ωt

j(ut)dxt +

∫

ΓN

l(ut)dst

=

∫

Ω

j(t,ut)ξ(t)dx+

∫

ΓN

l(t,ut)ξ(t)|DT−T
t n|ds,

(42)

where we denote j(t,ut) := j(ut ◦ Tt) and l(t,ut) := l(ut ◦ Tt). Introduce a

Lagrangian

L(t,ϕ,ψ)

:=

∫

Ω

j(t,ϕ)ξ(t)dx+

∫

ΓN

l(t,ϕ)ξ(t)|DT−T
t n|ds+

∫

Ω

AΩE(t,ϕ) : E (t,ϕ,ψ)ξ(t)dx

−

∫

Ω

(f ◦ Tt) ·ψξ(t)dx−

∫

ΓN

(g ◦ Tt) ·ψξ(t)|DT
−T
t n|ds. (43)

In view of (3) and (42), we have J (Ωt) = L (t,ut,ψ) for all ψ ∈ V. Thus,

the shape derivative can be computed as

dJ(Ω;θ) =
d

dt
L
(

t,ut,ψ
)

∣

∣

∣

∣

t=0

. (44)

The advantage of the Lagrangian is that, under suitable assumptions, one can

show that

d

dt
L
(

t,ut,ψ
)

∣

∣

∣

∣

t=0

= ∂tL
(

0,u0,p0
)

, (45)

which essentially means that it is unnecessary to compute the derivative of ut

in order to calculate dJ(Ω;θ). Using (44) and (45), we obtain (30).



Structural topology optimization in linear and nonliear elasticity 295

To derive the boundary form of the Eulerian derivative, consider a La-

grangian

L(Ω,u,p) =

∫

Ω

j(u) dx+

∫

Ω

A : E(u) : Ê(u,p) dx−

∫

Ω

f · p dx

−

∫

ΓN

g · p ds+ ℓVol(Ω). (46)

We have

dJ(Ω;θ) =

∫

∂Ω

(j(u) +A : E(u) : Ê(u,p)− f · p+ ℓ)θn ds

−

∫

ΓN

Å
∂(g · p)

∂n
+ κ(g · p)

ã
θn ds, (47)

where κ is the mean curvature. Since the boundaries ΓN and ΓD are not de-

formed, we obtain the boundary expression (35).

For a compliant mechanism of linear elasticity, we can obtain from Laurain

(2018, Section 3) the distributed Eulerian derivative

dJ(Ω;θ) =−

∫

Ω

DuTS(Aε(p)) : Dθ dx−

∫

Ω

DpTS(Aε(u)) : Dθ dx

+

∫

Ω

Aε(u) : ε(p) div θ dx,

(48)

where u satisfies (4) and p satisfies:

∫

Ω

Aε(p) : ε(ψ)dx+

∫

Γout

ksp ·ψds = −ηin

∫

Γin

ψ1ds− ηout

∫

Γout

ψ1ds

∀ψ ∈ V(49)

with ψ = (ψ1, ψ2).

For the sake of simplicity, the nonlinear elastic structure is used with a single

input and a single output. The derivation for the distributed Eulerian derivative

of the compliant mechanism of (5) is similar to that of Theorem 3.2. We omit

proof for simplicity to obtain the following result.

Theorem 3.3 (Compliant mechanism in nonlinear elasticity) Let Ω be

an open bounded domain. Let u be the solution to state (18) and p satisfy the

adjoint problem:
∫

Ω

A : δẼ(u,ψ) : Ê(u,p)dx+

∫

Ω

A : E(u) : δĒ(u,p,ψ)dx+

∫

Γout

ksp ·ψ ds
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= −ηin

∫

Γin

ψ1ds− ηout

∫

Γout

ψ1ds ∀ψ ∈ V. (50)

Then, the volume expression of the Eulerian derivative of (5) reads:

dJ(Ω;θ) =

∫

Ω

(

A∂tE(0,u) : E (0,u,p)E(0,u) : ∂tE (0,u,p)

+AE(0,u) : E (0,u,p) div θ
)

dx, (51)

where ∂tE(0,u), ∂tE (0,u,p), E(0,u), and E (0,u,p) are defined in (31), (32),

(33), and (34), respectively.

4. Discontinuous Galerkin method

To introduce the DGFEM, we first introduce notations for the spatial discretiza-

tion (Arnold et al., 2002; Hansbo and Larson, 2022; Rivière et al, 2003). For

Ω, we have non-degenerate quasi-uniform meshes T = {T1, T2, ..., TNh
}, where

Tj (j = 1, · · · , Nh) is a mesh element. The set of edges, denoted by E, in the

mesh is divided into four subsets:

E = EI ∪ ED ∪ EN ∪ E0,

where EI is the set of faces in the interior of Ω, ED and EN are the sets of faces

associated with the Dirichlet and inhomogeneous Neumann boundary condi-

tions, respectively, and E0 corresponds to the homogeneous Neumann bound-

ary.

Let L2(Ω) be the space of Lebesgue square-integrable functions. Denote

L2(Ω) := L2(Ω)d. We then define the following spaces:

Ds(T ) =
{

v∈L2(Ω) : v|Tj
∈ Hs+ι(Tj)∀Tj ∈ T , j = 1, ..., Nh and some ι > 0

}

,

Ds(T ) =
{

v ∈ L2(Ω) : vi ∈ Ds(T ), i = 1, · · · , d
}

,

DP r(T ) =
{

v : vi|Tj
∈ P

r(Tj), ∀i = 1, · · · , d; j = 1, · · · , Nh

}

,

P r(T ) =
{

v : vi ∈ C0(Ω), vi|Tj
∈ P

r(Tj), ∀i = 1, · · · , d; j = 1, · · · , Nh

}

,

where P
r means the set of polynomials of degree less than or equal to r ∈ N.

For any function v ∈ Ds(T ) on the face e when s ≥ 1
2 , we define the average

and the jump for v as:

〈v〉 =







v+ e ∈ ED or e ∈ EN ,

1

2
v+ +

1

2
v− e ∈ EI ,

(52)
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JvK =

®
v+ e ∈ ED or e ∈ EN ,

v+ − v− e ∈ EI ,
(53)

where

v∓ = lim
ǫ→0+

v(x± ǫne), ∀x ∈ e

with ne being the exterior unit normal on each face.

Linear elasticity (Rivière et al., 2003). Consider a penalized weak form of

the linear elasticity problem (1): find u ∈D
3
2 (T ) such that

a(u,v) + J(u,v) = l(v) ∀v ∈D
3
2 (T ), (54)

where

a(u,v) =
∑

Ti∈T

∫

Ti

σ(u) : ε(v)dx−
∑

e∈ED

∫

e

〈n · σ(u)〉 : JvKds

−
∑

e∈EI

∫

e

〈n · σ(u)〉 : JvKds

+
∑

e∈ED

∫

e

〈n · σ(v)〉 : JuKds+
∑

e∈EI

∫

e

〈n · σ(v)〉 : JuKds,

J(u,v) =
∑

e∈ED

∫

e

γ0
|e|

JuK · JvKds+
∑

e∈EI

∫

e

γ0
|e|

JuK · JvKds,

l(v) =

∫

Ω

f · vdx+

∫

ΓN

g · vds,

with γ0 > 0 being a penalty parameter and |e| being the measure of e.

A finite-dimensional discontinuous Galerkin weak formulation, associated

with (54), reads: find uDG ∈DP r(T ) such that

a(uDG,v) + J(uDG,v) = l(v) ∀v ∈DP r(T ). (55)

Nonlinear elasticity (Hansbo and Larson, 2022). We use the Newton

method (Kim, 2015) to solve (16) by updating

uk+1 = uk +∆uk, (56)

where the incremental ∆uk ∈ P r(T ) satisfies the following:

a∗(uk; ∆uk,ψ) = l(ψ)− a(uk,ψ) ∀ψ ∈ P r(T ), (57)
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in which

a∗(uk; ∆uk,ψ) =

=

∫

Ω

[

A : Ê(uk,ψ) : ∆E(uk,∆uk) +A : E(uk) : ∆Ê(∆uk,ψ)
]

dx,

with

Ê(uk,ψ) = S((I +Duk)T ·Dψ),

∆E(uk,∆uk) = S((I +Duk)T ·D∆uk),

∆Ê(∆uk,ψ) = S(DψT ·D∆uk).

We now use the discontinuous Galerkin method to solve the nonlinear elasticity

problem. Define a mesh function h by

h|e = min

ß
|T+|

|e|
,
|T−|

|e|

™
for e = ∂T+ ∩ ∂T−. (58)

Thus, the discontinuous Galerkin Newton iteration scheme reads (Hansbo and

Larson, 2022):

uk+1 = uk +∆uk, (59)

in which ∆uk ∈DP r(T ) satisfies

b∗(∆uk,ψ) = l(ψ)− b(uk,ψ) ∀ψ ∈DP r(T ), (60)

where

b(uk,ψ) =
∑

Ti∈T

∫

Ti

A : E(uk) : Ê(uk,ψ)dx

−
∑

e∈ED∪EI

∫

e

A : E(
〈

uk
〉

) : ‹E(
〈

uk
〉

, JψK)ds

+
∑

e∈ED∪EI

∫

e

γ0
h
A : ‹E(

〈

uk
〉

, JukK) : ‹E(
〈

uk
〉

, JψK)ds

+
∑

e∈ED∪EI

∫

e

γ0
h
A : E(

〈

uk
〉

) : ∆‹E(JψK, JukK)ds

−
∑

e∈ED∪EI

∫

e

A : ‹E(
〈

uk
〉

, JukK) : ∆E(
〈

uk
〉

, 〈ψ〉)ds

−
∑

e∈ED∪EI

∫

e

A : E(
〈

uk
〉

) : ∆Ě(〈ψ〉 , JukK)ds
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and

b∗(∆uk,ψ) =
∑

Ti∈T

∫

Ti

[A : Ê(uk,ψ) : ∆E(uk,∆uk) +A : E(uk) : ∆Ê(∆uk,ψ)]dx

−
∑

e∈ED∪EI

∫

e

A : ‹E(
〈

uk
〉

, JψK) : ∆E(
〈

uk
〉

,
〈

∆uk
〉

)ds

−
∑

e∈ED∪EI

∫

e

A : E(
〈

uk
〉

) : ∆Ě(
〈

∆uk
〉

, JψK)ds

−
∑

e∈ED∪EI

∫

e

A : ‹E(
〈

uk
〉

, J∆ukK) : ∆E(
〈

uk
〉

, 〈ψ〉)ds

−
∑

e∈ED∪EI

∫

e

A : E(
〈

uk
〉

) : ∆Ě(〈ψ〉 , J∆ukK)ds

+
∑

e∈ED∪EI

∫

e

γ0
h
A : ‹E(

〈

uk
〉

, JψK) : ‹E(
〈

uk
〉

, J∆ukK)ds

+
∑

e∈ED∪EI

∫

e

γ0
h
A : E(

〈

uk
〉

) : ∆‹E(J∆ukK, JψK)ds,

with

‹E(u,v) = S((I +Du)T · (v ⊗ n)),

∆‹E(u,v) = S((u⊗ n)T · (v ⊗ n)),

∆Ě(u,v) = S((Du)T · (v ⊗ n)).

5. Level set method

The level set method (Osher and Sethian, 1988), as a general implicit interface-

tracking technique for computation of evolving interfaces using an implicit rep-

resentation of these interfaces, has been successfully applied in shape and topo-

logy optimization (see, e.g., Allaire et al., 2005; Allaire, Jouve and Toader, 2004;

Fulmanski et al., 2008). The method represents the boundary of the moving do-

main Ωt ⊂ D ⊂ R
d as the zero level set of a continuous function φ(t, ·) : D → R.

Each domain Ωt can be represented as

Ωt := {x ∈ D|φ(t,x) < 0},

where φ : R+×D → R is a Lipschitz continuous level set function. The boundary

∂Ωt can be the zero level set of φ(t, ·):

∂Ωt = {x ∈ D|φ(t,x) = 0}.
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Let x(t) be the position of a moving boundary point of ∂Ωt, with velocity

ẋ(t) = θ(x(t)). Differentiation of the relation φ(x(t), t) = 0 with respect to t

yields

φt(t,x(t)) + θ(x(t)) · ∇φ(t,x(t)) = 0 in R
+ × ∂Ωt,

which is then extended to D to obtain a transport equation

φt(t,x) + θ(x) · ∇φ(t,x) = 0 in R
+ ×D. (61)

Rewrite (61) as Aφ(t,x) = 0, where

Aφ = φt(t,x) + θ(t,x) · ∇φ(t,x).

We use DGFEM for spatial discretizations of the transport equation of the

level set function (see Tan and Zhu, 2023). Consider a two-dimensional case for

simplicity. Let {Ih}h>0 be a family of triangular meshes of D. Denote by P1dc

the space of piecewise linear break element polynomials. Define

W = {v ∈ L2(D) |θ · ∇v ∈ L2(D)},

Wh = {vh ∈ L2(D) | ∀K ∈ Ih, vh|K ∈ P
1(K)}.

Let W (h) = H1(D) +Wh. To enforce boundary conditions, define

∂D± = {x ∈ ∂D| ± θ(x) · n(x) > 0} (62)

and assume that ∂D− and ∂D+ are well-separated.

Denote by Fh the set of interior faces, i.e., F ∈ Fh if F is a 1-manifold and

there are K1(F ), K2(F ) ∈ Ih such that F = K1(F )∩K2(F ). Moreover, denote

by F∂
h the set of the faces that separate the mesh from the exterior of D, i.e.,

F ∈ F∂
h if F is a 1-manifold and there is K(F ) ∈ Ih such that F = K(F )∩ ∂D.

Finally, we set Fh = Fh ∪ F∂
h .

We introduce D and M : ∂D → R, which has the following representation:

for all functions v, w ∈W

〈Dv, w〉W ′,W =

∫

∂D

vw(θ · n)ds

〈M v, w〉W ′,W =

∫

∂D

vw|θ · n|ds.

(63)

For any measurable subset of D, let (·, ·)L,E denote the usual L2 scalar product

on E. Thus, we define the bilinear form

ã(φ,w) = (Aφ,w)L +
1

2
〈(M − D)φ,w〉W ′,W . (64)
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To control the jumps of functions in Wh across mesh interfaces, we introduce

for all F ∈ Fh a linear operator SF ∈ L(L2(F );L2(F ))

SF = α|θ · nF |, (65)

where nF is a unit vector normal to F . Since every function v in Wh has

a (possibly two-valued) trace almost everywhere on F ∈ Fh, it means that

for a.e. x ∈ F ,

v1(x) = lim
y→x

y∈K1(F )

v(y), v2(x) = lim
y→x

y∈K2(F )

v(y). (66)

Thus, we define on F

JvK = v1 − v2, {v} =
1

2
(v1 + v2).

We introduce the bilinear form ãh such that for all φ,w in W (h),

ãh(φ,w) =
∑

K∈Ih

(Aφ,w)L,K +
∑

K∈F∂
h

1

2
(M (φ)− Dφ,w)L,F

−
∑

K∈Fh

2({Dφ}, {w})L,F +
∑

F∈Fh

(SF (JφK), JwK)L,F .

(67)

The flux of a function v on ∂K, say ζ∂K(v) ∈ L2(∂K), is defined on a face

F ⊂ ∂K by

ζ∂K(v)|F =

®
1
2M (v|F )−

1
2Dv if F ∈ F∂

SF (JvK∂K |F )− D{v}∂K if F ∈ F .

Then we have the discretized variational formulation: Find φh ∈ Wh such

that ∀K ∈ Ih and wh ∈Wh

(Aφh, wh)L,K + (ζ∂K (φh) , wh)L,∂K = 0.

Here, the interface/boundary flux of the level-set transport equation is

ζ∂K(φh)|F ,=

®
(α|θ · nK | − 1

2θ · nK)JφhK∂K if F ∈ F∂

−|θ · n|φh1∂D− if F ∈ F ,

where 1∂D− denotes the characteristic function of ∂D−. We now consider time

discretization using the backward Euler method. Denote by δt > 0 the time

step. Let φnh be an approximation to φn = φ(tn,x) at tn = nδt. The space-time
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discretization of (68) reads: Given φnh (n = 0, 1, · · · ), find φn+1
h ∈Wh such that

∀w ∈Wh

∫

D

Å
φn+1
h − φnh
δt

+ θ · ∇φn+1
h

ã
wdx+

∑

∂K

∫

∂K

Å
α|nK · θ| −

1

2
nK · θ

ã
Jφn+1

h Kwds

−
∑

∂K−

Γ

∫

K−

Γ

|n · θ|φn+1
h wds = 0, (68)

where ∂K is the set of inner edges, and ∂K−
Γ is the set of boundary edges, and

where θ · nK < 0. The normal vector nK here is the normal to the edges of

each inner element.

For reinitialization of the level set function, we use an effective iteration

scheme integrated into FreeFem++ as a plug-in function “distance” to complete

periodical reinitialization (Dapogny and Frey, 2010).

6. Numerical results

Numerical examples are tested with FreeFem++ (Hecht, 2012). For linear elas-

ticity, we use the distributed Eulerian derivative for numerical computation.

Considering that the complicated expression of distributed Eulerian derivatives

in nonlinear elasticity causes high computational costs, we test the numerical

algorithm with the boundary type of Eulerian derivative. The Lamé parameters

are

λ =
E

2(1 + ν)
, µ =

νE

2(1 + ν)(1− ν)

with E and ν being Young’s modulus and Poisson’s ratio of the material, respec-

tively. We choose E = 1 Gpa (respectively 0.36 Gpa) and ν = 0.3 (respectively

0.48) for linear elasticity (respectively nonlinear elasticity), if not specified oth-

erwise below. We consider a unit load g = (0,−1), if not specified otherwise

below. In the figures provided further on for the convergence history of the

objective, the objective quantity does not contain the volume term.

6.1. Compliance problem

Example 1 (Linear elasticity) Consider four cases for linear elasticity: can-

tilever, bridge, T-structure, and plate structure.
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Case 1 (Cantilever): A design problem for cantilever beam is shown in Fig.

2 (upper-left). The design domain is a 2× 1 rectangle with fixed boundary con-

ditions on the left side, and a unit vertical point load at the center on the right.

The domain is discretized using 45 494 triangular meshes. We set ℓ = 0.25.

Two initial designs, shown in Fig. 2 (upper-middle and lower-left), converge

to different optimized configurations (upper-right and lower-right) due to the

initial-dependent multi-scale structure of the model. Fig. 3 shows the two cases’

convergence to the the same value of the objective but different volume fractions.

Case 2 (Bridge): As shown in Fig. 4 (left), the design domain is a 2 × 1

rectangle with fixed boundary conditions on the left and right bottom corners. A

unit vertical point load is applied at the center of the bottom. Set ℓ = 2. The

mesh is the same as in the cantilever case. Fig. 4 (middle) and Fig. 4 (right)

show the initial design and the optimized configuration, respectively.

Case 3 (T-structure): A design problem for the T-structure is shown in Fig.

5 (left). A vertical downward load is applied to the left and right ends of the

“T” shape, and the bottom ends are fixed. We set ℓ = 0.2. For triangulation,

22 694 mesh elements are used. Fig. 5 shows the design process. Fig. 6 (left)

shows the convergence history of the objective.

Case 4 (Plate structure): A simple supported plate model (Kwak and Cho,

2005) is considered, as shown in Fig. 7 (upper left). The design domain is a

2× 1 rectangle with fixed boundary conditions on the left and right sides and a

unit vertical point load at the center on the top. The domain is discretized using

29 146 triangular mesh elements. We set ℓ = 4. Fig. 7 shows the evolution

process. See convergence history of the objective in Fig. 6 (right).

Example 2 (Nonlinear elasticity: Cantilever) For stiffness maximiza-

tion of nonlinear structures, consider problem settings similar as shown in Fig.

2 (upper-left). Set ℓ = 15. In Fig. 8, with E = 0.36 Gpa and ν = 0.48,

complex (upper-left) and simple (upper-right) initial designs converge to designs

of upper-middle and down-left, respectively, which are similar as those of Case

1 of Example 1. See Fig. 9 for comparisons of convergence histories of the

objective and volume fractions. Then we consider a Saint Venant-Kirchhoff ma-

terial with E = 1000 Gpa and ν = 0.3 (Ciarlet, 1998). Set g = (0,−3). The

results in Fig. 8 (lower-middle and lower-right), as expected, show loss of sym-

metries due to the large load applied. This phenomenon coincides well with that

in Allaire, Jouve and Toader (2004), where the nonlinear elasticity system was

discretized with conventional continuous finite element method. We thus think

the asymmetry is not a consequence of the use of DGFEM.



304 Y. Tan, L. Yan and S. Zhu

Figure 2: A design domain (upper-left), a simple initial shape (upper-middle),

the final shape (upper-right), a more complicated initial shape (lower-left), de-

sign at iteration=30 (lower-middle), and the final shape (lower-right) for Case

1 of Example 1

Example 3 (Nonlinear elasticity: MBB) As shown in Fig. 10 (left), the

problem setting and mesh are the same as in Fig. 4 (left), except for the fact

that the lower-right corner has a different boundary condition. Set ℓ = 10. Fig.

10 shows the optimized design and its deformed shape. The convergence history

of the objective is shown in Fig. 11.

6.2. Compliant mechanism

The displacement inverter converts an input displacement on the left edge into

a displacement in the opposite direction on the right edge as in Fig. 1. Set

D = (0, 1)2. An actuation force g = (gx, 0) with gx = 50 is applied at the center

of the left boundary. An artificial spring with stiffness ks = 0.1 is attached at

the output Γout to simulate the resistance of a workpiece. For triangulation,

32 282 mesh elements are used.

Example 4 (Linear elasticity) Set ℓ = 30. Fig. 12 shows topological chan-

ges and an optimized design with symmetry is obtained for compliant mechanism

in linear elasticity. See Fig. 13 for convergence histories of the objective and

volume fraction values.

Example 5 (Nonlinear elasticity) In Fig. 14 it is shown that for non-

linear elasticity, an asymmetric optimized design, different from the symmetric

design in Fig. 12 (right) for linear elasticity, is achieved with ℓ = 35. The
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Figure 3: Convergence history of the objective (top) and volume fraction (bot-

tom) values for Case 1 of Example 1
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Figure 4: Problem setting, initial design, and the final shape (right) for Case 2

of Example 1

Figure 5: Problem setting, initial design, design after 20 iterations, and the final

design (from left to right) for Case 3 of Example 1

convergence histories of the objective and volume fraction values are shown in

Fig. 15.

Overall, topology optimization of nonlinear elasticity is more complicated

than for the linear elasticity case in terms of both sensitivity analysis and pro-

gramming required for numerical computation. The computational cost is also

clearly higher.

Besides, DGFEM itself is more complicated and computationally more ex-

pensive than the usual (continuous) FEM in programming for both linear and

nonlinear elasticity. However, the DGFEM’s advantages of high-order accuracy,

adaptability, and parallelism for solving complex physical systems make it worth

to be studied and used for structural topology optimization.

7. Conclusions

We have developed and implemented a level set method, based on finite element

method of discontinuous Galerkin type, for structural shape and topology opti-
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Figure 6: Convergence history of the objective: Case 3 (top) and Case 4 (bot-

tom) of Example 1
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Figure 7: Design domain (upper left), initial shape (upper right), design at

iteration 15 (bottom left), and final shape (bottom right) for Case 4 of Example

1

Figure 8: A complicated initial design (upper left), the final shape (upper mid-

dle), a simpler initial design (upper right), its final design with E = 0.36 Gpa

and ν = 0.48 (lower left), its final design with E = 1000 Gpa and ν = 0.3 (lower

middle), and deformed structure (lower right) for Example 2
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Figure 9: Convergence history of objective (top) and volume fraction (bottom)

of Example 2
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Figure 10: A design domain (upper-left), initial shape (upper-right), the final

shape (lower-left) and the deformed structure (lower-right) for Example 3

Figure 11: Convergence history of the objective values for Example 3
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Figure 12: Initial design (left), design at iteration 20 (middle) and final shape

(right) values for Example 4: linear elasticity

mization. DGFEM is used in both stages of analysis and design. Both stiffness

and compliant designs are considered for linear and nonlinear elastic structures.

Numerical benchmark examples are presented to demonstrate the effectiveness

of the present approach.
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Example 5: nonlinear elasticity
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